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Chapter 1

Introduction

Although currently unmanned diving apparatuses are more and more widely

used for underwater operations, most of the tasks can still be only performed by

humans. The success of the whole undertaking may even depend on the divers in

case robots can not be used.

The work of humans at great depths is a difficult and dangerous task, so every

effort is made to provide them with such conditions that would assure as most ef-

fective and safe work as possible. Today experienced divers are able to spend long

periods of time at depths greater than 700 msw (metres of seawater) [70]. The exten-

siveness, complexity, cost and of course security of underwater operations resulted

in research on how the diver-to-diver and diver-to-surface communication could be

improved, since it was not an uncommon situation that the diver needed to repeat

his words [2] in order to be properly understood. It is clear that such situations be-

sides increasing the time and cost of operation may easily turn dangerous in critical

circumstances.

There are several physiological effects of the high ambient pressure which influ-

ence the diver that substantially complicate the underwater operations. The high

hydrostatic pressure involved in deep sea diving, i.e. at depths exceeding about

60 msw, prohibits the use of air for breathing for two main reasons. First, such

pressure results in so high density of air that it is physically difficult to breath. The

second and most important reason is that nitrogen narcosis is experienced at such
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depths (air is composed in 70% of nitrogen). It causes disorientation and uncon-

sciousness of the diver and may eventually have fatal consequences. What’s more

nitrogen requires very long decompression times, which is an serious disadvantage,

since failure to decompress slowly enough leads to a potentially fatal condition known

as the bends [77]. Hence it is desirable to reduce the amount of or completely elimi-

nate nitrogen from the diver’s breathing mixture. The simplest solution would be to

increase the amount of oxygen in the breathing mixture. However to much oxygen

may also be toxic. If the partial pressure of oxygen exceeds 0.6 ATA the amount of

oxygen, that dissolves in the blood of the diver can cause convulsions. Another way

to remove the nitrogen is to use some other gas instead, preferably some gas that

would not react with the equipment. Inert gases fulfill those conditions. Several of

them were examined and helium with its low breathing resistance and good (that

is: negligible) narcotic properties has been found as a common substitute for ni-

trogen. The actual composition of the helium-oxygen breathing mixture, or heliox,

to be used by the diver depends on the operation depth at which it is to be used.

From the constraint imposed by the partial pressure of oxygen the maximum volume

percentage of oxygen may be determined from the following equation [49, page 1]:

VO2max =
0.6 ATA · 100%

1 +
depth[m]

10

, (1.1)

In practice then heliox mixtures contain very small volume percentage of oxygen.

For example at the depth of 300 msw it would be as little as 1.93%. At depths

exceeding 300 metres hydrogen may be substituted for helium [77]. In such cases

even more care should be taken as hydrogen, in contrary to helium, is not an inert

gas and combined with oxygen forms an explosive mixture.

Although the use of helium as an alternative to oxygen reduces the harmful phy-

siological effects that were described above, it results in serious voice communica-

tion difficulty. It is caused by the fact that acoustic properties of the helium-oxygen

breathing mixtures differ entirely from those of air at normal pressure. Such speech,

usually termed helium speech has a distinct Donald Duck quality and is almost com-

pletely unintelligible — word intelligibility ranges from about 90% on the surface to
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less than 30% at 450 msw [40], [50]. It has been then highly necessary to design elec-

tronic devices that would correct such speech to an acceptable level of intelligibility.

Such devices are commonly called Helium Speech Unscramblers or HSU s.

The previous research aimed at developing a helium speech production model

that would be able to predict the changes in voice characteristic based on breathing

mixture parameters such as composition, density, temperature, viscosity, pressure

etc. Such models were constructed founded on acoustic tube theory of speech pro-

duction. Both analytical [21, 50] an numerical [86] solutions were sought.

There were also commercial undertakings funded mostly by oil companies. For

many years the most advanced helium speech research was run at NUTEC (Nor-

wegian Underwater Technology Centre, Bergen, Norway). It was halted in 1987

and moved to Swedish company Stocktronics which developed probably the most

advanced HSU during the project that costed over two million USD [45]. Their un-

scrambler scored over 70% of word intelligibility at the depth of 450 msw, which is

in fact still below acceptable level (see table 2.5 for reference). This was in fact the

main motivation for this project. When the models still fail to describe completely

helium speech phenomenon maybe direct comparison of spectral features of normal

and helium speech will lead to a system that will perform better. What’s more such

research has never been done so whether such a system could be developed anyway

became the main challenge to this work. At the end of this project we received

information on a new HSU from Nautronix (Australia/UK) whose performance is

astonishing: over 94.5% of word intelligibility at the depth of 450 msw. It does not

however affect the main question - whether it is possible to design a helium speech

unscrambling system that will be based exclusively on normal and helium speech

signals without resorting to any model of helium speech production. Additionally

it should not require any assistance from the operator as wished by Lunde [50,

page 324]: “Separate correction of formant frequencies and formant bandwidths, for

helium speech in freefield as well as in diving masks, requires a processing technique

where both pole frequencies and pole bandwidths can be detected automatically,

without manual assignment assistance. Perfect methods for such detection do not

exist”.
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Another drawback of the modelling approach is that it not allowed to examine

possible inter-speaker variation, as the model was constructed for some arbitrary

vocal tract shape and size. Such a difference among divers was reported by Marchal

and Meunier [55] who found that changes from normal speech to hyperbaric heliox

speech were not identical from speaker to speaker. They argued that the physical

factors alone could not explain such results as the same effects should have produced

the same consequences, which was not the case. The authors suggest that the

solution would be “(...) to adapt the correction algorithm to a given speaker” .

1.1 Purpose of the thesis

Based exclusively on the normal and helium freefield speech signal obtained from

the same diver speaking the same material in the air at the surface and then in the

helium-oxygen mixture under pressure it is possible to automatically derive spectral

normalisation function for formant frequencies, bandwidths and amplitudes as well

as fundamental frequency correction factor individually for each speaker and perform

this in a fully automatic way (implying that the analysis parameters should be the

same at all depths). Furthermore such a system should not require any additional

information about breathing mixture physiochemical parameters. Those functions

should be of the form that would allow their use for helium speech unscrambling

with any suitable system.

Formant bandwidth shift will be measured as contradictory results had been re-

ported by various researchers (e.g. [11], [10], [77], [50]) and we decided to investigate

this issue as well.

The primary goal is to determine whether such system is possible to design. The

secondary goal is find out if any improvement of naturalness and intelligibility of

unscrambled helium speech is possible.

As this research is aimed as proving a research hypothesis the computational

complexity will not be regarded as a constraint and thus will not be considered

during the algorithm development.
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1.2 Outline of the thesis

The thesis is organised as follows. Chapter 2 presents the reader with changes

in spectral characteristic of speech uttered in helium-oxygen breathing mixtures

under pressure and how it differs from that of normal speech. It reviews the results

of helium speech intelligibility assessment tests and describes the most advanced

techniques that were developed to unscramble helium speech, including commercial

devices. Chapter 3 is the main part of this work as it gives a detailed statement

of the newly designed algorithm that meets the requirements given in the purpose

of the thesis. It also tests its accuracy on synthetic speech. Chapter 4 shows

how the analysis parameters were selected and presents the results of the algorithm

applied to unscrambling of real hyperbaric helium speech. It also compares the

results of automatic measurements to those obtained by hand and tests the algorithm

for sensitivity to analysis parameters selection. Chapter 5 concludes the thesis by

reviewing the main achievements obtained in this work and suggesting possible routs

of future research on helium speech unscrambling.



Chapter 2

Helium speech

This chapter describes the changes in spectral characteristic of speech uttered

in helium-oxygen breathing mixtures under pressure and how it differs from that

of normal speech. It presents the most advanced models that were developed to

describe those changes. It also reviews the results of helium speech intelligibility

assessment tests and discusses modern helium speech unscrambling algorithms, in-

cluding commercial devices. In contrary to usual chronological review of previous

results this chapter is organised by topic. This allows for better insight into advan-

tages and deficiencies of helium speech production models in regard to the observed

phenomena.

Although helium speech effect had been known for much longer it has been

usually used for amusement and it was not until the beginning of the sixties that

serious helium speech research started together with emerging of the epoch of deep

saturated diving and it was almost immediately related to diving communication.

The effort was made to investigate how helium speech (usually spectral) features

differ from those of normal speech and the direction which aimed at creating a model

of helium speech production that would describe the helium speech phenomenon

in the most complete manner was followed. The ultimate goal was of course the

development of a system that would be able to restore the intelligibility of helium

speech to the level that would assure reliable diver communication. The number of

references relating to the problem has grown to well over 200 since the research had
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begun, but we will constraint ourselves to only those works that showed a major

advance in the study on helium speech.

2.1 Helium speech phenomena

Speech uttered in helium-oxygen breathing mixtures under pressure is distorted

in many regards. The main ones are the linear formant frequency shift resulting in a

“Donald-Duck” quality, the nonlinear shift of lower formant frequencies and formant

bandwidths broadening that gives the speech more “nasal” sounding and decrease

of formant amplitudes. Pitch variation is also noticeable and a general decrease in

energy for higher frequencies that causes a significant drop in relative amplitude ratio

of unvoiced and voiced speech. Low intelligibility of helium speech also results from

the communication channel, especially microphones, whose performance is usually

deteriorating with growing depth. Now we will discuss those phenomena in detail.

2.1.1 Formant frequency shift

Formant frequency shift was one of the first phenomena identified in the helium

speech signal and is commonly considered as the main cause of low intelligibility.

The formant frequency shift is large and nonlinear as depicted in figure 2.1. First,

rather informal, experiments and quantitive description of this effect was given by

Beil [7], who measured first three formant locations and pitch frequency for four

speakers in the air and after inhaling helium. Due to unreliable procedure the

results showed considerable variation. Still the overall formant frequency shift has

been detected and attributed to the higher sound velocity in helium mixture (for

pure helium compared to air, the shift factor α is about 2.9 — see figure 2.2 on

page 9). Beil proposed the following expression for calculating the formant shift:

Fnhe =
che

cair
Fnair = αFnair, (2.1)

where Fnhe is the n-th formant frequency of helium speech, Fnair frequency of the

same formant in the air, che is the sound velocity in the breathing mixture, cair is
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Figure 2.1: Wideband spectrographic comparison of the sentence Please don’t erase the
line uttered in (a) normal conditions in air at surface and (b) in helium-oxygen breathing
mixture at the depth of 850 fsw (260 msw) showing the large formant frequency shift.
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Figure 2.2: Ratio of sound velocity in heliox (partial pressure of oxygen kept at 0.6 ata)
to sound velocity in air computed as a function of depth (pressure and gas mixture.)

the sound velocity in the air at normal conditions and α = che/cair is relative sound

velocity change in both environments.

The formula suggested by Beil implies uniform linear expansion of the helium

speech signal spectrum. Hence all resonances of the vocal tract shift by the factor

equal to the change in the velocity of sound.

In 1964 Holywell and Harvey [38] reported a more detailed experiment during

which speech was uttered in the air and in the helium-oxygen mixture at the surface

and, for the first time, during the dive. In this way helium speech research has been

closely associated with diver communication. The frequency formant shift observed

was 1.5, but the authors were unexpectedly faced with the results showing that the

straight line with best fit to the most confident formant frequencies data did not

pass through the origin. It was a first evidence that lower formants might behave

differently from others, but no attempt was made to explain this effect because, as

the authors explained: “Whilst the experimental evidence does not give a very good

fit to the prediction of the simple theory, no other representation could be found

that would reduce the spread of the data”.

This problem was addressed in the, now standard, work on speech production in

pressurised air by Fant and Sonesson [22]. Based on acoustic tube theory of speech

production they examined pressure effect on speech uttered in the air at the depth

of 50 msw and obtained experimental results well in agreement with their predicti-

ons. By accounting for non-rigid vocal tract cavity walls, they pointed out that, for

a given gas mixture, increasing pressure reduces impedance mismatch between the
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cavity gas and cavity walls increasing wall vibration thus additionally shifting the

lower formant frequencies (mostly the first one) upwards. They reported that this

resulted in a typical “nasal” quality of speech. Furthermore X-ray pictures taken

during phonation showed a normal status of the velum at 6 ata pressure, which

excluded velo-pharyngeal opening as the cause of the observed spectrum distortion.

Such hypothesis was considered as “nasal” quality of speech may well have been cau-

sed by coupling nasal cavity with oral cavity through the velo-pharyngeal opening,

like in the case of production of nasal sounds.

The most important outcome of the study was that a proof was provided that

breathing mixture pressure alone induced distortion in the diver’s speech causing

decrease in intelligibility, even if the sound velocity is constant (which is known to

be almost independent of pressure [21]). This implies that in helium speech uttered

under pressure such distortion should be also noticeable, besides the one resulting

from higher sound velocity.

Although Fant and Sonesson’s study involved speech uttered only in the air,

their results may be easily extended for any gas mixture. Indeed, two years later

MacLean demonstrated the effect also for heliox [51].

Both sources of distortion of diver’s speech, which were described above i.e.,

pressure and breathing mixture composition, were further investigated by Fant and

Lindquist [21]. They analysed speech uttered in the air at 100 msw and in heliox

at 135 msw and formulated a theory that took into account overall linear formant

shift as well as the additional, nonlinear, low-frequency formant shift and proposed

the following expression to describe both effects:

Fnhe =
che

cair

√√√√F 2
nair + F 2

wo

(
ρhe

ρair

)
, (2.2)

or in its modified form1, that gives better approximation for smaller depths (less

1The problems with applicability of equation 2.2 instead of equation 2.3 were encountered by

Belcher and Hatlestad [10], [11]. During their experiments they found that “the best visual fit

caused Fwo to vary from 0 to 180 Hz as depth increased from 54 to 500 msw”. At the depth of

54 msw they chose Fwo = 0. This was not physically acceptable, but at that depth ρhe/ρair ≈ 0
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than 50 msw) and which we will henceforth reference to as FLF:

Fnhe =
che

cair

√√√√F 2
nair + F 2

wo

(
ρhe − ρair

ρair

)
, (2.3)

where Fnhe, Fnair, che, cair are the same as in equation 2.1 on page 7, ρhe and ρair

are the densities of heliox and air respectively, and Fwo is the resonant frequency of

the closed vocal tract (typically about 200 Hz). Although the proposed expression

was claimed by Fant and Lindquist to be consistent with experimental results —

the actual measurements of formant frequencies are relatively scattered around the

values effecting from equation 2.3. It is also noticeable that the third and fourth

formants of real helium speech shifted more than could have been predicted from

that expression. This may have been caused by the considerable simplification of

the speech production model which was used by the authors, which was derived

under assumption of closed glottis condition, no lip radiation impedance, no wall

vibrational damping and neither viscous nor thermal boundary-layer losses. Moreo-

ver Fant and Lindquist formula was developed for the first formant frequency only

and assumed to hold for any formant, as commented by Richards [77, page 38].

Further research was carried by Richards and Schafer [81] who took into account

the factors not considered by Fant and Lindquist i.e., finite wall resistance, glottal

and lip radiation load. Though the formula they developed was valid, their results

were erroneous due to non-realistic set of wall impedance data they used as proved

by Lunde [50, page 123]. Richards and Schafer used Flanagan’s wall data [23] which

corresponded to Fwo = 380 Hz (which was obviously too high). This implied far

too large shift for their own as well as for he Fant and Lindquist model. Lunde

simulated Richards and Schafer’s model with the Flanagan’s data and with values

computed in his work [50, pages 93-99]. For the former set of data he confirmed

the results reported by Richards and Schafer, while the latter set of data provided a

formant shift close to the shift, but in the upper limit, predicted by FLF when using

Fwo = 204 Hz. Thus he showed that for realistic set of wall impedance data Richards

what made setting Fwo to zero numerically correct. If the modified Fant and Lindquist formula

had been used no such inconsistencies would have occurred.
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Figure 2.3: Comparison of three formant frequency shift models: Fant and Lindquist
with Fwo = 190 Hz (− · −), Fant and Lindquist with Fwo = 204 Hz (− −) and Lunde with
Fwo = 204 Hz (−−−) at the following depths: (a) 4 fsw (1 msw), (b) 400 fsw (121 msw),
(c) 850 fsw (259 msw), (d) 1000 fsw (304 msw).

and Schafer’s formant frequency shift model was perfectly valid. Its advantage in

comparison to FLF is that it accounted for lip radiation load, glottal load, wall

vibrational damping and boundary layer losses and it was valid for any formant.

However the drawback of their method was that — due to the numerical iteration

procedure required for both surface and diving conditions — it was complicated

an very difficult to be employed in practice, especially for real-time helium speech

unscrambling. Lunde derived an explicit formula relating formants of helium speech

to those of normal speech using neutral vowel model representing vocal tract as a

single, lossy, cylindrical tube with yielding walls, terminated by glottal impedance at

one end and by the lip impedance at the other. Similarly to Richards and Schafer’s,

his model incorporated factors missing in equation 2.3. This resulted in two terms

that had to be added to the original Fant and Lindquist formula: kg and kr that

stemmed from open glottis condition and from lip radiation load respectively [50,
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Figure 2.4: Comparison of three formant frequency shift models: Fant and Lindquist
with Fwo = 190 Hz (− · −), Fant and Lindquist with Fwo = 204 Hz (− −) and Sa-
wicki (−−−) at the following depths: (a) 4 fsw (1 msw), (b) 400 fsw (121 msw), (c) 850 fsw
(259 msw), (d) 1000 fsw (304 msw).

equation 3.4.6 on page 124]:

Fnhe =
che

cair
(1 + kghekr)

√√√√F 2
nair + F 2

wo

(
ρhe − 1

ρair

)
− 2kgairkr, (2.4)

where the glottal correction factor kg is defined by equation A.21 on page 148. For

closed glottis kghe = kga = 0 and equation 2.4 reduces exactly to FLF (equation 2.3).

The lip radiation correction factor kr was frequency independent ranging from 0.92

through 1.0 with the typical value of 0.94.

Figure 2.3 on the preceding page compares standard and extended Fant and

Lindquist formula for various Fwo and diving depths, showing that Lunde’s model

results in even greater frequency shift for lower formants.

Lunde also noted that “(. . . ) the neutral vowel was discussed for its simplicity,

enabling derivation of detailed analytical expressions, such as formulas for formant

frequencies, bandwidths and amplitudes. Such formulas are difficult to derive for
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more complex tract geometries. Although the effects of non-uniform cross-sectional

are not accounted for and the relationship to realistic vocal tract geometries therefore

is poor, a study of the neutral vowel provides good insight into many of the speech

mechanisms and provides results which in some cases are valid for far more complex

vocal tract geometries” [50, page 87]. The latter statement was confirmed by inve-

stigating non-uniform vocal tract models for five Russian vowels. Lunde found that

the computed formant frequency shift closely followed the curves computed form

the formula derived from the analytical neutral vowel analysis [50, page 234] i.e.,

equation 2.4.

A different approach to helium speech production modelling was employed by

Sawicki. He modelled vocal tract as a non-uniform tube i.e., with varying cross-

sectional area [86]. The tube was excited at one end by a glottal source and termina-

ted at the other end with lip radiation load. The whole model was then numerically

solved for various breathing mixture parameters and pressures. We have computed

the formant frequency shift resulting from Sawicki’s model (for the same depths for

which Lunde’s model was computed). This is depicted in figure 2.4 which shows that

formant shift for higher frequencies is the same as in the case of Fant and Lindquist

as well as Lunde, while for the lower frequencies it is between values predicted by

FLF and by Lunde (throughout the rest of the thesis by lower and higher frequencies

we will understand their relative locations within the formant frequency range).

Recently interesting results were reported by Marchal and Meunier [55], who

found that changes from normal speech to hyperbaric heliox speech were not iden-

tical from speaker to speaker. They suggested that the physical factors alone could

not explain such results as the same effects should have produced the same con-

sequences, which was not the case. They found speakers to have used variable

encoding strategies to encode and produce speech in hyperbaric heliox environment.

In the authors opinion the solution is “(...) to adapt the correction algorithm to a

given speaker” .
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2.1.2 Formant bandwidth shift

Formant bandwidth shift for speech uttered in pressurised air was first publis-

hed by Fant and Sonesson [22]. The overall increase in formant bandwidth with

increasing pressure was reported to be insignificant, except for the low F1 range.

This was later confirmed for hyperbaric helium-oxygen breathing mixture by Fant

and Lindquist [21]. This in turn was later contradicted by Jack and Duncan who

stated that the broadening of formant bandwidths was in fact an important fea-

ture of helium speech [40]. This statement was further investigated theoretically by

Richards [77], [78], who found that the bandwidth increase is of the order of α for

upper formants and grows to more than α2 for lower formants. Experimental results

were soon provided by Belcher and Hatlestad [10], [11] who reported broadening of

formant bandwidths by a factor more than α2 (ranging from 4 to 40) for lower

formants and by a factor less than α for higher formants (ranging form 1 to 1.5).

Richards also found that using FLF for remaping the spectral envelope caused

the bandwidth of helium speech to change in the following manner:

Bnhe = αBnair − BnairF
2
wo

2α(Fnair − Bnair/2)(Fnair + Bnair/2)
(2.5)

where B is the 3 dB bandwidth of the formant. It is seen that remaping the spectral

envelope using FLF reduced the formant bandwidth by the factor that was almost

equal α. For the upper formants this was the desired result, while for the first for-

mant it was certainly not enough. However if formant bandwidths did not increase

in helium speech as reported in [24], [73], the remaping would result in lower for-

mant bandwidths to be to too narrow by about factor α. This conflict remained in

Richard’s work unresolved.

Two years later Badin and Fant [4] calculated formant bandwidth shift for a

pressure and gas mixture corresponding to diving conditions at 300 msw obtaining

4.05, 2.38, 2.40 and 2.60 for B1–B4 which markedly contradicts large B1 (7.4) and

B2 (3.8) shift obtained theoretically by Richards [77, page 44], Richards and Scha-

fer [81] and what was most unexpected — the shifts obtained experimentally by

Belcher and Hatlestad [10], [11].

Lunde also developed a formula for formant bandwidth shift that took into ac-
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Figure 2.5: Comparison of formant bandwidth shift resulting from neutral vowel mo-
dels: Modified Richards and Schafer (· · · ), Generalised Flanagan(− −), Generalised
Richards(− · −) and Lunde (−−−) at the following depths: (a) 4 fsw (1 msw), (b) 400 fsw
(121 msw), (c) 850 fsw (259 msw), (d) 1000 fsw (304 msw). See appendix A for detailed
description of all models.

count all losses present in the open vocal tract (see appendix A for detailed des-

cription of the his model). Lunde argued that according to his model all previous

works considerably overestimated the formant bandwidth shift especially for lower

formants. According to Lunde, for frequencies over about 1 kHz the shift was on

the order of α, while the maximum value did not exceed 4 which approximately

was equal 1.5α — see figure 2.5. Lunde’s model predicted a nonlinear shift of for-

mant bandwidths. In the upper frequency range (greater than 2.5 kHz) the formant

bandwidth shift was approximately equal (slightly lower than) α, independently of

pressure. In the mid-frequency range (1-1.5 kHz to 2.5 kHz) the shift ratio was de-

creasing to about 2, also independently of pressure. For lower frequencies (less than

1 kHz) the ratio was growing to a peak value which was gas mixture and pressure

dependent. This maximum value was greatest at depths between 0 and 150 msw

and then it was decreasing with greater depths. Lunde commenting on his results
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stated that formant bandwidth shift differed significantly from formant frequency

shift, especially for the first formant what should prohibit using FLF to do the band-

width correction as it was usually the case before. The bandwidth shift in the F1

region was greater than the corresponding formant frequency shift for depths less

than 100 msw, while for depth exceeding 300 msw we could observe the opposite.

This implied that for greater depths F1 bandwidth would be too much “compressed”

if the Fant and Lindquist model was used.

Lunde compared his predictions with simulation of five Russian vowels obtaining

the average formant bandwidth shift significantly smaller than predicted from his

model. He ascribed this to losses stemming from glottal load and lip radiation. He

also admitted that his theory failed to appropriately predict the formant bandwidth

shift given the formant’s centre frequency and bandwidth at 0 msw conditions. He

argued that the shift depended very much on the phoneme uttered i.e., the geometry

of the vocal tract during the production of that phoneme [50, page 235].

The other explanation given by Lunde was that fraction Bn/F0 was small, which

caused his model to predict large bandwidth shift in the region 300–1000 Hz. Ano-

ther source of spreading the formant bandwidth shift, as commented by Lunde,

might have been the poor microphone response at great depths which in case of lack

of calibration curves may have led to additional errors of the unknown type.

The very important conclusion from Lunde’s work was that formant frequencies

and bandwidths would have to be processed independently [50, page 323].

Lunde suggested the following solution to problems described: “Bandwidth cor-

rection on individual phoneme basis would, of course, be the best, but since this

is impossible, the bandwidths should be corrected on an average shift basis” [50,

page 237].

Sawicki’s model predicts even smaller formant bandwidth shift than Lunde. It

was argued that it was equal about 1.5 and showed very little variation with fre-

quency, what opposed all previous works that indicated a large peak at about 400 Hz.

It was also seen that Lunde’s results were confirmed in that the formant bandwidth

shift was larger (although slightly) for lower frequencies and its maximum value was

falling with the growing depth.
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Figure 2.6: Formant bandwidth shift calculated using Sawicki’s model at the following
depths: (a) 4 fsw (1 msw), (b) 400 fsw (121 msw), (c) 850 fsw (259 msw), (d) 1000 fsw
(304 msw).

2.1.3 Formant amplitude shift

An overall sound pressure increase was already observed by Fant and Sones-

son [22] and ascribed to the more efficient lip radiation of voiced sounds at high

pressures (lip radiation is known to be proportional to the pressure). They also

reported a relative decrease in spectral energy of pressurised air speech signal for

higher frequencies. Both effect were later recorded by Fant and Lindquist [21] for

helium speech as well. Fant and Sonesson explained it by the combined effect of

formant (nonlinear) and bandwidth (nearly constant) shift which resulted in Q’s in-

crease, which was most apparent for the first formant, hence the predicted amplitude

gain was greatest in the low-frequency range.

Another explanation was given by Morrow [66], who argued that the relative

decrease in high frequency energy of voiced sounds might have been caused by incre-

ased participation of the nasal cavity2 at extreme depths or by decreased harmonic

2Supposedly coupled to the oral cavity through the palate as in helium speech the status of the
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production of the vocal cords as loaded acoustically by the denser atmosphere.

There also might be another explanation that if the combined effect of glottal

source waveform and the lip radiation characteristic was not changed by the hy-

perbaric heliox environment, the higher formants of voiced sounds would still be

reduced in amplitude because of the −6 dB roll-off resulting from the combined

source-radiation characteristic.

Richards also investigated formant amplitude shift [77], but his model posed

an unexpected problem as his computations predicted that the correction for the

glottal source characteristic should further emphasise low frequency region, exactly

the opposite of what could have been expected. Richards hypothesised two causes

of this problem: glottal source spectrum may have been the same for normal and

helium speech and another, unrecognised (thus not accounted for) factor occurred

that caused high frequency suppression.

Similarly to other researchers Lunde also studied formant amplitude shift for

voiced sounds and found it to be inversely proportional to the bandwidth shift and

formant shift [50, page 136] resulting in the following expression [50, equation 3.4.15

on page 135]: ∣∣∣∣ Pnhe

Pnair

∣∣∣∣ =

√
ρhe

ρair

(
Fnair

Fnhe

) (
Anhe

Anair

)
, n = 1, 2, . . . (2.6)

where Anhe/Anair is the formant amplitude shift caused by vocal tract transfer func-

tion only [50, equation 3.4.17 on page 136]:

Anhe

Anair
=

1 +
1

2

(
Fwo

Fnair

)2

1 +
1

2

(
Fwo

Fnhe

)2

(
che

cair

)(
Bnhe

Bnair

)−1

, n = 1, 2, . . . (2.7)

His results showed that the amplitude shift (caused by vocal tract only) was growing

from 0.5 at about 400 Hz to 1.5 at about 1.5 kHz and then was quickly approxi-

mating 1. The minimum shift found by Lunde occurred at about 100 msw and

was equal about −5 dB. The overall shift (including glottal source characteristic)

is approximately contained in the range −9 dB (dip at around 400 Hz) to +3 dB

(peak at about 1.5 kHz).

velum is normal as already reported by Fant and Sonesson [22]—see section 2.1.1 on page 10.
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Figure 2.7: Comparison of formant amplitude shift resulting from neutral vowel mo-
dels: Modified Richards and Schafer (· · · ), Generalised Flanagan(− −), Generalised
Richards(− · −) and Lunde (−−−) at the following depths: (a) 4 fsw (1 msw), (b) 400 fsw
(121 msw), (c) 850 fsw (259 msw), (d) 1000 fsw (304 msw). See appendix A for detailed
description of all models.

Sawicki, as in the case of formant bandwidths, predicted even smaller formant

amplitude shift than Lunde. It was almost a frequency-independent factor of the

order of −10 dB.

Microphone performance could have also heavily affected the formant amplitude

shift obtained from experimental results — see section 2.1.5 on page 25 for further

discussion.

2.1.4 Pitch variations

There is no rational reason for fundamental frequency to vary due to the altered

breathing mixture composition and pressure. Vocal cords are driven by laryngeal

muscles which, as such, are not in any way dependent on the gas mixture in the

vocal tract. It is yet the fact that there is a broad discrepancy in experimental

results.
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Figure 2.8: Formant amplitude shift calculated using Sawicki’s model at the following
depths: (a) 4 fsw (1 msw), (b) 400 fsw (121 msw), (c) 850 fsw (259 msw), (d) 1000 fsw
(304 msw).

No change in F0 was reported by Duncan et al. [18], MacLean [51], Stover [91]

and Giordano et al. [24]. On the contrary, fundamental frequency shift which we

calculated from the measurements performed by Beil [7] indicated an overall slight

increase in F0. Specifically there was no F0 increase for one subject and about 10%

increase for the other three. Fant and Sonesson [22] also reported changes in F0.

They obtained the following fundamental frequency shifts for their four subjects: 0,

15, 27 and −3% respectively at the depth of 50 msw. Fant and Lindquist reported

F0 to have shifted by 9 and 18 percent at the depth of 200 and 450 fsw respectively.

Hollien et al. [35] also reported increase in F0 and the data resulting from their

study may be found in table 2.1 for three separate groups of subjects. They argued

that there was no question that F0 appeared to increase as helium concentration and

ambient pressure was increasing. What was also interesting, divers admitted to have

changed their voices: lowered or raised F0, spoke louder or modified their speech in

unspecified manner so that it was “easier to talk”. It was concluded by the authors

that divers changed their F0 as a function of depth on a voluntary basis seeking the



2.1 Helium speech phenomena 22

Depth Talkers He Mean F0 [ Hz] F0 shift

fsw N [%] Surface Depth [%]

200 20 79.3 130 135 3.8

450 17 90.2 128 152 18.7

600 8 92.4 111 145 30.1

Table 2.1: Fundamental frequency F0 as a function of depth and helium-oxygen breathing
mixture (after Hollien et al. [35]). We also calculated the shift and added it as a last column
to the original table.

F0 shift [%]

Gas Pressure [ATA] speech we see bird

Air 1 12.3 15.1 8.8 22.5

Helium 1 5.6 6.1 0.0 -1.0

Helium 4 2.2 3.0 2.9 2.0

Table 2.2: Fundamental frequency shift as a function of pressure and breathing mixture
gas for four phonemes (calculated from the measurements performed by Holywell and
Harvey [38]).

easiest speaking mode in an apparent attempt to “speak more intelligibly” and “as a

response to the acoustics of the environment”. It was stated that in any case, “they

tend to speak louder, which probably results in higher F0”. Finally Hollien and

Hicks [29] agreed with this interpretation indicating that their data are consistent

with it (after Hollien and Hicks [30]).

A substantial increase in fundamental frequency was observed by Holywell and

Harvey [38] (F0 shift that we calculated from their results is shown in table 2.2),

Nakatsui and Suzuki [67] (F0 shift of the order 20-50% at the depth of 30 msw) and

also by Tanaka et al. [99] (14-47%).

It appears then that the fundamental frequency change with increasing ambient

pressure and helium concentration is caused by diver’s behaviour rather than by

acoustic changes imposed on the vocal tract by the deep diving milieu. Pitch shifts

calculated from Beil’s measurements which showed F0 increase despite the fact that

the experiment was run at 1 ata condition are well in favour for that explanation.
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Coming to a conclusion we see that the F0 shift is highly unpredictable in terms

of its value and — what further complicates the matter — direction. Hence the

most suitable way of correcting the change in fundamental frequency would be to

adjust it in a speaker-dependent manner i.e., by comparing diver’s pitch in normal

conditions with the one measured during the dive.

2.1.5 Other phenomena

Glottal source characteristic

In the section 2.1.3 it was stated that a possible change in glottal source fre-

quency characteristic would significantly affect formant amplitudes. Morrow [66]

ascribed this to the probable increase in the vocal folds load caused by the increased

acoustic pressure in the vocal tract. Yet there is a lack of any other theoretical or

experimental description of the heliox and pressure effects on the glottal waveform.

Some suggestions were given by Takasugi et. al. [97] that “the combined frequency

characteristic of glottal source and radiation effect in the helium mixture is almost

similar to that in the normal air” and thus if the frequency characteristic of radiation

effect does not change nor does the envelope of the glottal source spectrum.

Relative amplitude ratio of voiced and unvoiced speech

Fant and Sonesson [22] reported substantial decrease in the energy of all unvoi-

ced consonants as compared to voiced sounds. They explained it by the fact that

voiced sounds was radiating proportionally to
√

ρ, where ρ is the ambient pressure,

while unvoiced sounds did not exhibit such pressure dependence. This fact has

been confirmed during experiments carried by Tanaka et. al. [99] and Hollien and

Hicks [32]. The relative decrease of intensity ratio obtained by Tanaka et. al. was

greater than those predicted theoretically by Fant and Sonesson, while Hollien and

Hicks reported the ratio to be ranging from 1/4 at 0 msw to 1/7 at 300 msw.

Giordano et al. [24] suggested that the observed reduction of unvoiced/voiced

intensity ratio may have been, at least partially caused by diver attempting to

sound more intelligibly, e.g. to overcome high ambient noise.
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Jack and Duncan [40] argued that the attenuation of high frequency components

in helium speech would lead to a dominance of voiced sounds (as they contain

most of their energy in low frequency region) over unvoiced sounds (which contain

most of the energy in high frequency region). This argument however would not be

correct if only voiced sounds were affected. This would be exactly the case if the

attenuation were caused by increase in formant frequencies in combination with the

−12 dB/octave roll-off of the glottal source spectrum.

Diver’s reaction and modification of speech

It is very natural that diver hearing his distorted voice is trying to modify it

so as to sound more intelligibly to himself. Unfortunately however such behaviour

usually destroys natural characteristic of speech [40] and the voice quality is further

degraded. Another effect that is probably worsening the situation is the deterioration

of diver’s hearing at high frequencies and improvement at low frequencies [66].

Sometimes however divers managed to sound more intelligibly also to the auditors

at the surface as reported by MacLean [51], who found that after several days in

the helium atmosphere, changes occurred in the speech quality that made it more

natural sounding. In the opinion of the author, these changes may have been due

to modification of the vocal-tract gestures, motivated by diver’s auditory feedback.

This results were later confirmed by Suzuki and Nakatsui who noticed the increase

in helium speech intelligibility by 5% on the last day of their simulated saturation

dive test and who also ascribed this to speakers trying to adapt their voices to the

new acoustic environment [93]. Similar results were also obtained by Hollien and

Hollien [37]—see table 2.9 and discussion on page 31.

Although this situation may seem advantageous, here lays a danger for the va-

lidity of helium speech production models. After diver having performed such mo-

dification of the articulation process the models might not accurately define the

behaviour of the diver’s vocal tract anymore. A model-based HSU will then fail to

correct the altered voice. In such cases the best solution would be to continuously

(or more realistically taken: periodically) adapt the unscrambling algorithm to di-

ver’s voice. This is of course true only if it is diver that changes the voice rather than
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auditors that adapt to helium speech sound as discovered by Hollien and Hicks [31])

(see table 2.7 and discussion on page 29). Such tests have never been performed.

Other degrading circumstances

There may also exist other sources of reduced intelligibility of helium speech.

In the first place it could be the diving mask. In helium speech production model

derived by Fant and Lindquist the lip radiation effects were computed assuming

infinite plane baffle model. Although this assumption holds in a diving chamber,

its validity breaks for a diver wearing a diving mask. MacLean [51] has stated that

this may lead to significant additional nonlinear formant shifts. This was confirmed

by Lunde, who computed transmission of the vocal tract terminated by a diving

mask load. He reported an additional, highly nonlinear formant shift in comparison

to freefield conditions. This shift depended on the diving mask model as well as

lip opening radius. The highest nonlinearity occurred in the F1 frequency region

and may have eventually caused F1 to split, if the zero of the diving mask transfer

function had been falling nearby [50, pages 159-188].

The second difficulty is microphone performance in hyperbaric heliox environ-

ment. There may be poles and zeros present in its transfer function causing false

formants to occur or real formants to be damped. Additionally heliox causes up-

ward shift of spectral energy thus helium speech has a bandwidth that is α times

that of normal speech. This bandwidth which was previously considered to equal

typically 8-10 kHz [77, page 49] or 15 kHz [50, page 272], and in current research is

reaching the full audio band i.e., 20 kHz [64], poses high demand on the quality of

the microphone in the first place but also on the whole diver communication system

bandwidth. Special constructions are now employed [90], but previously, as com-

mented by Richards [77, page 49] “some types of microphones exhibited increasing

frequency losses with increases in atmospheric density. This phenomenon could be

at least partially responsible for the reduction of upper formant amplitudes and of

unvoiced sound levels, rather than physiological reasons”.

The third problem is that of noise. In many cases helium speech signal is conta-

minated by high level (up to 0 dB) of predominantly low-frequency acoustic noise.
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Depth

Unscrambler Microphone 300 msw 400 msw

Marconi DSO 34 MK II Talk back 85% 76%

Marconi DSO 34 MK II Round-Robin, bunk 73% 69%

AEG/Dräger Headset 81% 80%

AEG/Dräger Bunk-headset 75% 65%

Table 2.3: Mean values of word intelligibility obtained for various microphones (after
Eknes and Thuen [19])

This noise can be a combination of machinery noise, ocean noise and breathing

noise [77, pages 48-49]. Modern helmet/breathing-apparatus are extremely noisy.

The inhale-noise peak sound pressure could be as high as 136 dB(A) in the oral-

nasal mask [46]. It is about 100 times higher than the speech level. It is therefore

necessary to employ an effective Inhalation Noise Limiter (INL) or Breathing Noise

Limiter (BNL) [90]. Another problem is the exhale-noise which cannot be easily

separated in the frequency domain as its spectral localisation is within the speech

frequency band.

Additionally most hats use small loudspeakers as earphones which may easily

cause acoustical feedback between the loudspeakers and microphone [46]. Also oral-

nasal masks are developed disregarding any acoustical design what results in a hollow

and resonant sounding speech.

2.2 Helium speech intelligibility assessment

To have a good insight into helium speech phenomena it is very important that

the quality of helium speech — raw as well as unscrambled — might be objec-

tively measured. Developing or improving existing measures will allow to increase

the effectiveness of selecting the components for diver communication systems (e.g.

reliable comparison among different types of HSUs), thus will improve the safety

and efficiency with which divers can perform their tasks, as commented by Men-

del et al. [64]. After 1967 in helium speech research Griffiths list [26] have been
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A B C D E

1 bat batch bash bass badge

2 laws long log lodge lob

3 wig with wit witch wick

4 dumb dub doth duff dove

5 cuff cub cut cup cud

6 sip lip nip gyp ship

7 nest best vest rest west

8 bust just rust gust dust

9 mal val that fat rat

10 way may gay they nay

Table 2.4: Typical stimulus from Griffiths list. Each row represents a response set. In
the first five rows the contrasting element is the final consonant, while in the next five
rows, it is the initial consonant (after Griffiths, Table 1 [26])

used extensively [64]. Such list consist of groups of (usually) five monosylabic words

that have constant vowel pronunciation throughout. The variable element is either

the final or the initial consonant. Those variable phonemes should differ only by a

minimal contrast i.e., by one feature which could be the place (front, middle nad

back) or manner (fricatives, nasals, plosives, semivowels and glides, and affricates)

of articulation or voicing. The speaker reads one word from each group and the

listener is asked to mark the word he thinks he heard. Hence it is essentially a

multiple choice test. Typical response sets are presented in table 2.4.

First, although rather informal, helium speech intelligibility tests were done by

Beil [7]. They showed 100% score in recognising unprocessed helium speech. It was

explained by formant ratios having remained practically unchanged as compared to

normal speech. Hence it was concluded that formant ratios were the main factor

responsible for preserving vowel identity.

Two years later, in 1964, Holywell and Harvey conducted formal intelligibility

tests [38]. First helium speech intelligibility was measured for surface conditions

and found to be ranging from 46 to 91%. This situation was quite extraordinary as
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Communication Requirement MRT Score

Exceptionally high intelligibility;

separate syllables understood

97%

Normally acceptable intelligibility;

about 98% of sentences correctly heard;

single digits understood

91%

Minimally acceptable intelligibility;

limited standarised phrases understood;

about 90% of sentences correctly heard (not

acceptable for operational equipment)

75%

Table 2.5: Intelligibility criteria for voice communication systems —standard Mil-std
1472C [65] (after Dalland and Slethei [15]).

the quality when communication was ranging from transmission break to acceptable

quality at the communication system bandwidth was set to 5 kHz. When the band-

width was equal 2 kHz the intelligibility dropped to 15–43%. This however can’t be

unexpected as the divers were breathing almost pure helium (α ≈ 2.8) and it might

happen that only the first, or even none, formant could be transmitted through such

a narrow bandwidth. At the depth of 30 msw word intelligibility fell to zero for six

out of seven divers. As the authors proposed also a sort of correction technique they

probably yielded to the temptation of understating the intelligibility of raw helium

speech and overstating the intelligibility of processed speech, which was a quite a

common situation in papers that contained any proposal of helium speech correcting

technique, as commented by Sawicki [86, page 18].

As helium speech distortion stems from the change of sound velocity and pressure

of the breathing mixture, it would be interesting to find the quantitive contribution

of each factor. Measurements of speech intelligibility in pressurised air would be

helpful in this regard. Such experiments were run independently by White [103]

and Hollien (after [24]) and their results can be found in table 2.6, which formally
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Depth

N 0 fsw 25 fsw 50 fsw 100 fsw 150 fsw 190/200 fsw

Whitea 4 82.2 — 79.3 78.4 70.4 57.5

Hollien 8 89.6 88.6 84.5 80.2 71.9 68.8

Note: All recordings, with the exception of 0 fsw, were made while talkers were breathing com-
pressed air.
a White’s subjects did not participate in the research at all depths.

Table 2.6: A comparison of mean percentages of words correct for the six depths from
Hollien and White (after Giordano et al. [24]).

Group No. Test Condition Pre-test Post-test

1 A/B No Training 32.3 25.1

2 B/A No Training 19.7 26.5

Overall mean 26.0 25.8

3 A/B Training 25.9 43.4

4 B/A Training 18.6 47.8

Overall mean 22.2 45.6

Table 2.7: Summary of (correct) word intelligibility for four groups of 10 listeners in
a training an no-training paradigm. Eight talkers reading Campbell lists in a HeO2/P
environment (185m) were the speakers; data are means in percent (after Hollien and
Hicks [31]).

confirmed that pressure alone resulted in decrease of diver’s voice intelligibility —

as earlier reported by Fant and Sonesson [22] (see page 10).

An extensive study on helium speech intelligibility was carried out by Hollien and

his research team. Over many years they had been investigating various aspects of

helium speech intelligibility focusing on how humans produced and decoded helium

speech, how their ability to produce more intelligible speech in heliox environment

changed with time spent underwater. They also investigated how better people

could decode it if they have had any listening experience or received any form of

“training”. This effect was tested in an interesting experiment run by Hollien and

Hicks [31] (also reported in [36]) who tried to assess the ability of auditors to decode

speech produced in the HeO2 environment and the effect of listening experience on



2.2 Helium speech intelligibility assessment 30

Depth Number of Number of Percent

Diver/Talkers listeners Intelligibility

0 46 487 90.9

200 28 304 50.4

450 22 242 20.7

600 9 142 9.5

Table 2.8: Overall means of diver intelligibility in helium-oxygen. All recordings were
made during Sealab 111 training at EDU Means corrected for unequal N’s [number of
divers/talkers] (after Hollien and Hollien [37].

this skill/ability. Three paired groups of auditors listened to equated speech tasks

and were tested on their ability to decode the heard utterances. The samples were

produced by divers situated in an underwater habitat at depths up to 1000 fsw. One

group of subjects was administered the first test (A) and the second (B) after two

weeks. The second group received test B first and then the test A (after two weeks).

Groups 3 and 4 were administered the test in the same pattern, but they received

a form of “training”, namely they were subjected to two hours of daily exposure of

hyperbaric helium speech for two weeks. As can be seen from table 2.7 the scores

for the no-training groups (1 and 2) remained the same, while they doubled for the

groups 3 and 4. The authors emphasised that “training” meant nothing more than

that those latter groups were just simply exposed to speech produced in the HeO2

environment.

The second outcome of the experiment was that some individuals demonstrated

a native capacity to easily decode hyperbaric helium speech. Of this superior group

some showed still greater capability as a function of “training”, other did not. The

authors also suggested that “diver communications can be markedly enhanced if ta-

lented decoders [individuals] are identified and provided appropriate training”. It is

also worth noting that after “training” the best listener was able to correctly under-

stand as much as 68% of the raw (not unscrambled) helium speech. This amazing

achievement is comparable with the performance of the sophisticated Stocktronics

unscrambler (see page 43).
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Cumulative time between readings (Hours)

0 10 15 20 25 35 45 60

Mean 18.5 18.6 15.6 22.2 14.0 23.6 26.0 29.3

Number of lists read 16 8 12 16 7 16 15 4

Number of listeners 216 196 277 357 160 374 327 100

Table 2.9: Mean intelligibility scores of divers at 450 fsw in HeO2 in the chamber at EDU.
The time 0 represents the first readings immediately upon reaching depth. Subsequent
times are hours elapsed from first reading at depth (after Hollien and Hollien [37]).

Manner of articulation

Surface 200 fsw 600 fsw

Glide 99.75 Glide 93.25 Stop 31.30

Nasal 99.69 Nasal 88.66 Nasal 22.05

Stop 99.31 Stop 87.11 Glide 19.97

Fricative 98.96 Fricative 85.38 Fricative 15.97

Table 2.10: Rank order of the intelligibility (percent correct) for the phoneme categories
grouped according to their manner of articulation at 0, 200 and 600 fsw (after Hollien and
Hollien [37]).

Finally individuals who were tested on familiar voices exhibited higher correct

intelligibility scores (58%) than did those that were “trained” on voices which were

different from those who provided test utterances (46% correct). Hollien and

Hicks measured overall helium speech intelligibility and intelligibility as a function

of time spent underwater, as a function of manner of articulation and as a function

of place of articulation. Tables 2.8, 2.9, 2.10 and 2.11 (all after [37]) show the results.

From table 2.8 it may be seen that the intelligibility halves for every doubling of

depth until, at 600 fsw, it is less than 10%. Table 2.9 in some way answers the

question if divers experience any spontaneous improvement of speech intelligibility,

which is showed to grow (though with considerable variability in the scores, hence

about half of the speakers accounted for nearly all of the improvement in speech, as

commented by the authors). Tables 2.10 and 2.11 show consonant distortion. From

the table 2.10 it can be seen, that the consonants were produced normally at sea
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Place of articulation

Surface 200 fsw 600 fsw

Palatal 99.72 Glottal 90.64 Glottal 46.62

Pre-palatal 99.24 Pre-palatal 87.39 Velar 26.43

Bilabial 99.01 Palatal 83.20 Pre-palatal 24.76

Velar 98.84 Velar 73.77 Bilabial 21.47

Glottal 98.71 Dental 68.33 Dental 9.09

Dental 98.36 Bilabial 62.84 Palatal 5.94

Table 2.11: Rank order of the intelligibility (percent correct) for the phoneme categories
grouped according to their place of articulation at 0, 200 and 600 fsw (after Hollien and
Hollien [37]).

level, showed some disturbances at 200 fsw and were seriously distorted at 600 fsw.

The effects of depth appeared greatest on the fricatives and least on the stops. Table

2.11 in turn shows that correct production of certain consonant types was heavily

affected (especially the dentals and bilabials) at 200 fsw — and great distortion in

the place of articulation categories occurred the depth of 600 fsw, at which dental

and palatal consonants show considerably reduced intelligibility (although palatals

were the most intelligible at sea level), while glottals were the least affected by depth.

It seems then that it is a well-founded statement, that if the various phonemes are

distorted differently, they also should not be corrected in the same way. Provided,

of course, that the intelligibility of all classes of phonemes deteriorates uniformly if

they are distorted in the same way. A proper correction would then require some

sort of speech recognition built into the HSU (see section 5.2 on page 144)

The intelligibility of helium speech was also investigated in the Institute for

Environmental Medicine, University of Pennsylvania under Predictive Studies IV

project [82]. During the simulated dives four subjects spent almost three weeks in

a hyperbaric chamber reaching the depth of 1600 fsw, the greatest at that time. It

is worth noting that the audio equipment used, especially microphones, was of very

high quality and supported the extended bandwidth that was necessary to make

proper helium speech signal recordings. Speech intelligibility scores obtained during
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the experiment are presented in the table 2.12.

The physiological consequences of nitrogen narcosis (or HPNS—High Pressure

Nervous Syndrome) itself have been also studied by Hollien et al. [33]. In general the

overall result of HPNS appeared to be disruption of normal neuromuscular activity

as well as symptoms such as tremor, muscle jerks, convulsions and, in some cases,

dysarthria. In a sense, the relation between speech production and HPNS can be

thought to parallel the effects of Parkinson’s disease and it was investigated by

studying motor speech capabilities of saturated divers. The test was performed on

two divers at the depth of 500 msw. The authors reported a systematic reduction in

the number of units [phonemes] the diver could correctly produced as a function of

increasing depth (i.e., increase in proportion of helium in the environment, increase

in ambient pressure and presumed decrease in motor coordination due to HPNS).

Furthermore it was found that the two divers scored at the adolescent level at the

surface and that their performance deteriorated to the norms for 9-year-old children

as a function of depth. The neurological involvement did not appear to be as severe

as with Parkinson’s disease, as the authors presumed before the experiment was

performed. The results revealed also a small increase in mean intelligibility scores

over time during the multi-day decompression. Besides the decreasing influence of

depth (pressure) on speech generation and hearing and on audio equipment, the

authors suggest that divers were trying to modify their speech in order to “self-

improve” it.

Recently intelligibility assessment of speech produced in helium-oxygen breathing

mixtures under pressure was investigated by Mendel et al. [64]. They employed Grif-

fiths modified rhyme test (GMRT) and speech perception in noise test (SPIN) [42].

The SPIN test is made of test words included into semantic context (for example,

“The dog chewed on a bone”) allowing for enhanced predictability of the final word

in the sentence (SPIN contextual). It also contains items which are presented in

semantically neutral contexts (for example, “She wants to talk about the crew”)

that are less predictable (SPIN noncontextual). The authors reported that — as

might have been predicted — the smallest number of errors was recorded for SPIN

contextual. On the other hand the SPIN noncontextual scored less than GMRT.



2.3 Modern helium speech unscrambling 34

Exposure Depth Gas density Intelligibility Scores

Day fsw g/l % correct ±SEM

3 1600 8.6 29.9 1.5

7,11 1400 7.6 32.2 2.3

4 1200 6.6 33.9 2.6

9,13 1000 5.8 35.0 3.5

10,14 860 5.2 31.9 3.8

11,15 690 4.3 35.4 2.8

12,16 560 3.6 37.8 3.8

13,17 392 2.6 34.9 4.7

15,19 200 1.8 38.9 0.7

0 0 1.0 92.7 0.5

18,22 0 1.0 94.3 1.4

Table 2.12: Speech intelligibility scores, simulated depth, and gas density aligned for
depth and density, for four subjects (after Rothman et. al. [82]).

This may have reflected the fact that “GMRT required the listener to select the

best item from a small closed set, while the SPIN noncontextual response had to

be generated by listener, without assistance, from the large open set of all words he

or she knew”, as commented by the authors. However the particular results which

were obtained were unconclusive whether SPIN test was significantly better than

GMRT. Additionally authors pointed to the fact that their recordings were made in

dry chambers without the high level of noise which would be usual in normal diving

conditions, but they argued that similar patterns of comparison should be expected.

2.3 Modern helium speech unscrambling

Time-domain unscramblers which performed helium voice correction by manipu-

lating the speech signal directly and used simple frequency transposition or coding

techniques now inevitably belong to the past. Those systems included: playback

of the previously recorded helium speech at a slower rate [38], segmentation, par-
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tial rejection and expansion of the time signal [91], [96] and of its autocorrelation

function [94], [95], frequency subtraction [14], homomorphic deconvolution [72], li-

near prediction [6], [17], [92], channel vocoder [25], [84], [85] use of analytic si-

gnal [98], analytic signal rooting [24] (for review of those systems see for exam-

ple: [24], [34], [40], [83]) and sinusoidal modelling [61]. Modern helium speech uns-

crambling algorithms are more sophisticated and now only operate in the frequency

domain or are based on coding techniques (mainly linear predictive coding). The

two3 most advanced techniques are briefly reviewed in the following sections.

2.3.1 Helium speech enhancement using short-time Fourier

transform

Helium speech unscrambling algorithm based on a short-time Fourier transform

(STFT) signal representation was proposed by Richards [77], [78]. His algorithm

estimated the complex short-time spectrum of helium speech Xhe(n, ω) and while

the STFT phase remained unaffected the magnitude |Xhe(n, ω)| was subjected to

the following modifications. It was separated into the envelope Ahe(n, ω) which

carried the information about the magnitude of the vocal tract frequency response

and |Xhe(n, ω)|/Ahe(n, ω) which contained the information about the excitation.

The envelope was then modified to correct the formant frequencies, bandwidths and

amplitudes, whereas no alteration was done to the underlying harmonic structure

in case of voiced speech, so that the pitch could have remained unchanged. The

new formant locations were computed according to the Fant and Lindquist formula

3There was in fact also another advanced approach to improve the quality of unscrambled

helium speech which was proposed by Beet [5]. He pointed out that previous quantitive analyses

of helium speech had usually been based on models requiring heuristic choice of parameters to

adjust those models to particular breathing mixtures. Beet presented an analysis giving a more

satisfactory representation of the helium speech effect, being based purely on measured parameters

of the vocal tract. His model showed agreement with experimental observations found in other

works on helium speech. He also suggested a number of new unscrambling techniques based on

linear predictive analysis (one of them was described in [6]). He indicated that some of them would

probably offer significant advantages over the method that were existing.
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(equation 2.3). The whole algorithm, whose block diagram is depicted in figure 2.9,

operated (frame by frame) as follows:

1. Compute STFT of a helium speech signal segment (frame):

Xhe(n, ω) =
∞∑

m=−∞
xhe(m)h(n − m)e−jωm. (2.8)

2. Compute envelope of the STFT — Ahe(n, ω) by picewise-linear method [77].

3. Compute the envelope of normal speech

Aair(n, ω) =




C(ω)Ahe(n, ξ(ω)), |ω| � ξ−1(π)

undefined, π �|ω| � ξ−1(π),

(2.9)

where

ξ(ω) =
√

α2ω2 + ω2
0 (2.10)

is the frequency mapping function based on standard Fant and Lindquist for-

mula (equation 2.3) and C(ω) serves to correct formant amplitudes (it was

chosen by Richards arbitrarily) implying that the STFT of normal speech

should be estimated from that of helium speech in the following manner:

Xair(n, ω) =




C(ω)
Ahe(n, ξ(ω))

Ahe(n, ω)
|Xhe(n, ω)|ejω∠(Xhe(n,ω)), |ω| � ξ−1(π)

k(n)

[
π − |ω|

π − ξ−1(π)

]
, π �|ω| � ξ−1(π).

(2.11)

4. Calculate the enhanced speech signal xair(n) from the modified STFT using

IFT

xair(n) =
1

2π

∫ π

−π

Xair(n, ω)ejωn. (2.12)

Richards also incorporated noise reduction by means of spectral subtraction and

bandwidth reduction prior to generation of xair(n) whenever α > 2 thus reducing

computational load. To the author’s disappointment, the results were unfortuna-

tely rather not considerably better in comparison to earlier, more simple systems.

First, noise reduction instead of improving, usually further degraded speech intel-

ligibility. Second despite a large difference in unprocessed data scores at 560 and
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Figure 2.9: Block diagram of the Richards’ algorithm for unscrambling helium speech
using short-time Fourier transform.
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1000 fsw (46.3% and 40.2% respectively) the processor proposed by Richards resto-

red speech to nearly equal levels of intelligibility (70.9% and 69.0%). Furthermore

although the beneficial effect of nonlinear formant frequency shift on noncontinu-

ants was noted the attempt to determine its overall importance was inconclusive.

Formal subjective intelligibility tests used to evaluate the unscrambler showed the

intelligibility increase from 40–45% to 70% which is about what simple time-domain

Marconi 023 unscrambler could do, as commented by the author. More detailed tests

comparing Richards’ algorithm and three time-domain unscramblers: Marconi 023,

Marconi DS034-2 and Helle 3342 were performed in the next year by Richards and

Belcher [79] (results of other tests with Richards’ algorithm can be found in [8] and

[80]). They showed that the frequency domain processing offered superior overall

performance over the time-domain devices. It was also noted that frequency domain

approach gave better quality and robustness to noise at all depths at which it was

tested. Furthermore its intelligibility was equal to the time-domain algorithms at

moderate depths, while it was clearly superior at greater depths.

Richards’ algorithm was implemented on a general purpose array processor in

real time at NUTEC [9], [48], [102] and reported to give a dramatic improvement

in the quality and naturalness of speech, and that pitch was well preserved and the

general clarity of speech. It was also found that occasional “slurring” or lack of

crispness occurred in the unscrambled helium speech. Although plosives and stops

were generally clear, some parts of The Rainbow Passage, which is a phonetically

balanced paragraph in English, lacked such clarity.

Three years later emerging digital signal processors allowed Richards’ algorithm

to be implemented in real time in a miniaturised form on the hardware that could

be used off-shore during the dive. A preliminary study has also been performed at

NUTEC [48].

2.3.2 The RELPUN unscrambler

RELPUN which stands for Residually Excited LPC UNscrambler is an uns-

crambling algorithm that was which was developed by Lunde [49]. It is a system
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performing LP analysis-conversion-synthesis of helium speech based on the idea that

the LP coded parameters represent the resonance contents of the speech segment.

This contents may be altered without converting each spectral component, but only

a small number of coded parameters. Lunde argued that the algorithm of this type

gave the ability to arbitrarily change the location and shapes of the formants [or rat-

her poles stemming from the LP analysis]. The algorithm operation for one frame,

whose block diagram is presented in figure 2.10, is as follows [50, chapter 6]:

1. Compute p + 1 LP coefficients a1k from N samples long frame of windowed

and prefiltered speech signal.

2. Compute the LP residual (“error”) signal e1(n) and downsample it to obtain

e2(n). The sequence e1(n) is given by:

e1(n) = y1(n) −
p∑

k=1

a1ky1(n − k), n = 0, · · · , N − 1, (2.13)

where y1(−1) = · · · = y1(p) = 0. The downsampled sequence e2(n) is obtained

by using only those values of e1(n) for which �n/K� �= �(n−1)/K� where �M�
means “the largest integer contained in M” and K is the decimation factor.

3. From p + 1 LP coefficients compute z-domain roots z1k of the p-th order cha-

racteristic polynomial A1(z) given by:

A1(z) = 1 +

p∑
k=1

a1kz
−k. (2.14)

4. Transform the centre frequencies and bandwidths of the poles from z-domain

to s-domain:

F1k =
F1s

2π
arctan

(
z1ki

z1kr

)
, B1k =

F1s

2π
ln
(
z2
1ki + z2

1kr

)
, (2.15)

where z1ki and z1kr are the real and imaginary part of pole z1k, respectively.

5. Convert pole frequencies and bandwidths according to unscrambling formulas

(see appendix A for details) i.e.,

F1k → F2k (according to equation 2.4),
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B1k → B2k (according to equations A.5 and A.1).

6. Convert the sampling frequency:
F1s → F2s.

7. Compute z-domain poles (the new polynomial roots) z2k, k = 1, · · · , p from

the s-domain poles ω2k = 2πF2k, σ2k = πB2k, k = 1, · · · , p as:

z2k = exp[(−σ2k + jω2k)/F2s]. (2.16)

From these roots p + 1 new LP coefficients are computed.

8. Compute corrected speech frame by residually excited LP synthesis:

y2(n) =

p∑
k=1

a2ky2(n − k) + e2(n), n = 0, · · · , N − 1 (2.17)

where y2(−1) = · · · = y2(p) = 0. Then postfilter (as determined by prefilter

type) and high-pass filter it.

To understand the operation of the algorithm we could note that if we employed

a linear formant shift Fnhe/Fnair = che/cair for all formants the location of the poles,

hence the corrected LP spectrum would not change at all, i.e. would be identical

to the helium speech LP spectrum. This is caused by the fact that the unscramb-

ling process shifts linearly the frequencies of all poles by “shifting” the sampling

frequency. Hence when the formant shift is equal resampling rate nothing changes

as regarding the pole locations. The additional shift for lower formants is obtained

in this case by really changing the pole frequencies. The unscrambled helium speech

must be played at the new sampling rate Fs2. This will yet cause the speech signal

to last Fs2/Fs1 longer than the original. Therefore the error signal, which contains

the excitation information, had to be resampled (step 2). As commented by Lunde

the sampling frequency conversion was required for proper LP resynthesis of the

unscrambled speech. We experimented with the RELPUN algorithm without chan-

ging the sampling rate. We found that the problem — which has been supposedly

encountered also by Lunde — is in fact the instability of the inverse filter computed

in step 3 after nonlinear modification of pole frequencies and bandwidth. When the

sampling rate is appropriately scaled no such difficulties occur.
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Figure 2.10: Processing part of the RELPUN algorithm unscrambling one frame of he-
lium speech signal (after Lunde [50, page 332].
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It can be also noted here that the definition of e1(n) used by Lunde in step 2 of

his algorithm — which simply meant decimation — should lead to considerable and

audible aliasing errors as higher frequency components (beyond the new Nyquist

frequency Fs2/2) were not removed. Those might be avoided by using anti-aliasing

filter with cutoff frequency Foff = Fs1/(2α) prior to the decimation process. This

fact has been overlooked by Lunde, as the aliasing is marked — helium speech

unscrambled without low-pass filtering before the decimation tends to sound harsh

as so sounds the residual itself.

Unfortunately the RELPUN unscrambler has never been formally evaluated, but

the author reported the preliminary results to have been encouraging.

2.3.3 Commercial unscramblers

Probably the greatest effort to construct an unscrambler that would give satis-

factory results was made at NUTEC (Norwegian Underwater Technology Centre,

Bergen, Norway) in the years 1981-1987. To this end diver communication was tho-

roughly investigated [1], [2], [29], [32], [102], large amounts of helium speech data

collected and analysed [10], [30], HSU evaluation test were designed [15], [19],

and advanced theoretical works on helium speech production models were carried

out [41], [49], [50]. Finally new helium speech unscrambling algorithm — RELPUN

(described in the previous section) was designed [49], but it did not went beyond

computer simulation. On the contrary NUTEC decided to revert to the original Ri-

chards’ algorithm [48], [102] but also without any success. Therefore the company

finally decided to close the whole helium speech project in 1987.

Further research was carried out by Stocktronics (Stockholm, Sweden) who in

fact used the modified version of the Richards’ algorithm relying on previous NU-

TEC works [46]. Stocktronics’ algorithm — as described by the company [89] —

was fully based on mathematical modelling and operation in the frequency-domain

to restore and enhance the divers helium speech to absolutely normal speech with

no side-effects. This process depended on inverse modelling of the transfer func-

tion of the divers vocal tract in helium-oxygen breathing mixture under pressure.



2.4 Current research 43

Their algorithm was using the information on breathing mixture composition and

pressure as input to calculate the correct coefficients for the unscrambling process.

Stocktronics algorithm was similar to a process named homomorphic deconvolution.

This process was reversing the divers vocal-tract response-parameters by warping

the spectral envelope in the frequency-domain. Stocktronics homomorphic process

was operating totally independently of pitch-detection, prediction or any parameter

estimation. Thus, the unscrambling process was claimed not to be degraded by

distortion, noise or interference of any kind. Helium speech intelligibility test scored

around 90% at 300 msw [45] and 70.7% at 450 msw [90].

Another company which manufactures helium speech unscramblers is Nautro-

nix (Helle division in Aberdeen, Scotland and in Fremantle, Western Australia).

Similarly to Stocktronics’ their device also took a full frequency domain approach

incorporating a complete model of the physics of the high pressure helium environ-

ment and its integration with the physiology of the human vocal tract [68]. The

model was an augmented Fant and Lindquist model and the processing technique

was linear prediction [104]. The HSU was implemented on a 32 bit floating point

DSP and the helium speech signal was sampled at 44 kHz. The new system has

been verified with industry standard intelligibility tests to give 98% and 95% intelli-

gibility with divers speaking at 180 msw and 450 msw respectively [101] and that it

was possible to vary the extent and level of the processing depending on the depth

which was entered into the system to the nearest 10 m.

2.4 Current research

Currently helium speech research is carried in USA at the University of Missis-

sippi, MS, in the Department of Communicative Disorders, where Prof. Lisa Lucks

Mendel leads a team that develops contextual and noncontextual tests for helium

speech intelligibility assessment [64]. Investigation is also planned at the Lincoln

Laboratory, Massachusetts Institute of Technology (MIT), Cambridge, MA [71], ho-

wever it has still not started at the time this thesis is being written. It is also worth

noting that there exist an excellent tool for helium speech research. It is a French-
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English database of hyperbaric helium speech recorded by Marchal et al. [54]– [56].

The corpus consisted of four lists of 46 French words and four lists of 50 English

words generated in compliance with the GMRT, eight phonetically balanced sen-

tences in French and “The Rainbow Passage”. These were read twice by 17 divers

in the air before a dive, underwater during a dive and in the chamber during de-

compression at operational levels from 60 to 300 msw. These recordings have been

edited, labelled and then stored on a CDROM together with a detailed description

of the speech material, recording conditions and label information in a way that

allows a very convenient use.

2.5 Summary

From the previous discussion we see that the modelling and unscrambling of

helium speech is a complex problem and that even advanced theoretical models of

helium speech production do not always work as could be expected when applied to

real diver’s voice. Our hypothesis is that there may exist an inter-speaker variability

in distortion of speech produced in helium environment implying that the helium

speech distortion for each diver may be different. Indeed some experimental results

show that such situations might be expected by reporting different formant shift ra-

tios for different divers. It is also the fact that unfortunately practically all previous

helium speech analysis was conducted on the whole for all examined divers without

investigating the speaker-dependence of the distortion of speech produced in helium

environments. So there is virtually no evidence whether such differences exist and

how they affect the intelligibility of helium speech unscrambled using model-based

algorithms.

Furthermore formant bandwidth shift found to be closely phoneme dependent.

It would be of interest to examine whether such dependency on the vocal tract

geometry extends to differences among individual divers producing the same sound.

Model-based unscrambling does also not permit objective measurements of the

changes in diver’s behaviour due to his adaptation to helium environment (as we

already know such observation were reported in which improved intelligibility of
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divers’ with time spent underwater was recorded), as the unscrambling parameters

would be computed from the model based on breathing mixture composition, tem-

perature, density, etc., regardless of the “parameters” of the particular diver. Such

measurements would allow to determine if in fact it is the diver that is learning to

speak more intelligibly or the auditors that accustom to his distorted voice, or both,

and what is their individual contribution.

It is clear that an unscrambler that is to meet such requirements must not be

based on any helium speech production model. By contrast it should compute

unscrambling functions of the formant frequencies, bandwidths and amplitudes for

a given diver based purely on the normal an helium speech signal of that diver. Such

an unscrambler has been developed and will be described in detail in the following

chapters.



Chapter 3

Helium speech normalisation

algorithm and its implementation

3.1 Introduction

The algorithms we briefly revised in the previous chapter were all based on the

models of speech production extended to incorporate breathing mixtures other than

air. Hence the procedures to obtain the spectral correction functions were rather

straight forward. Although in some cases the direct transformation was not possible

and the procedure had to be iterative [81], it only increased the computation com-

plexity, without affecting its model-based approach. Such models were describing

the distortion of the human voice present in the helium speech, i.e. how to “convert”

normal speech into helium speech. So one only needed to inversely transform the mo-

dels to obtain the information how to “convert” helium into normal speech (usually

in terms of spectral properties). Though in our case, as stated in the purpose of

the thesis, we do not wish to make use of any speech production model. Hence the

helium speech normalisation system has to obtain the “knowledge” about the dis-

tortion by itself before it could proceed with correcting it. So the system of helium

speech normalisation that is not based on any model might be naturally divided

into two basic blocks. First — the computation of the normalisation functions and

second — the actual helium speech normalisation process that makes use of those
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functions. The stage of acquiring information on helium speech distortion forms the

main task for this thesis. The algorithm for actual unscrambling of helium speech

is of secondary importance.

In the following sections we will describe in detail the operation of a new system

that is capable of computing the spectral normalisation functions for formant fre-

quencies, bandwidths and amplitudes based only on the helium and normal speech

signals obtained from the same diver.

As the whole processing is performed in the digital domain and the speech to be

analysed will be sampled speech, throughout the rest of this work under the term

speech signal we will understand sampled freefield speech signals.

3.2 A statement of the algorithm

As we are already aware, the helium speech normalisation system to be desi-

gned will not be based on any helium speech production model, hence will have

to measure the distortion present in helium speech entirely by itself. From the

discussion in previous chapter we know, that the very low intelligibility of helium

speech results, as it is commonly regarded, from formant distortion. Therefore a

sensible approach would be to measure that distortion, which was exactly the one

we decided to employ. Specifically we will measure formant frequencies, bandwidths

and amplitudes of normal and helium speech signal obtained from the same diver

and derive the spectral normalisation functions by comparison of respective formant

properties. Now two aspects have to be underlined. First, the normal and helium

speech signals must necessarily be of the same diver which results from our aim

to calculate the normalisation functions individually for each diver. Secondly the

functions that will be obtained, will be used to normalise helium speech regardless

of whether it is voiced or unvoiced similarly to the approach employed by other re-

searchers [50], [77]. Hence it makes no difference whether we investigate the formant

structure of voiced or unvoiced speech to derive the spectral normalisation functions.

However the formant locations of voiced sounds are much more apparent than in

case of unvoiced ones and we decided to base our algorithm on voiced-only speech,
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Figure 3.1: General block diagram of the normalisation functions computation algo-
rithm.

which may be additionally an advantageous factor during analysis of helium speech

which is usually of very low quality. The general block diagram of our algorithm

is shown in figure 3.1. There are several methods of formant tracking which are

well established—like based on linear predictive coding (LPC) [3] or cepstral analy-

sis [87], or only just experimental ones like based on AM-FM formant models [47],

using a subspace based algorithm [105] or a very robust one that uses lateral inhibi-

tion [28] (in fact we tested the latter algorithm with the parameters specified in [27],

but unfortunately it did not give satisfactory results for helium speech).

However it is a distinct feature of LP analysis that allows simultaneous compu-

tation of formant bandwidths, which is one of the goals specified in the purpose of

the thesis (section 1.1 on page 4). Thus we decided to use linear prediction analysis

as the computational core of our system. Additionally our algorithm will have to be
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robust in regard to (usually low) quality of helium speech signal and “The beauty

of all-pole modelling is that it is relatively simple, straightforward, well understood,

inexpensive, and ‘always works’ ” as characterised by John Makhoul [53].

The idea of linear prediction is based on the source-filter speech production mo-

del. It states that speech can be modelled as the output of a linear, time-varying

system excited by either quasi-periodic pulse train during voiced speech or by ran-

dom noise during unvoiced speech. Linear prediction describes the system being

modelled as an all-pole linear system of the form:

A(z) =
G

1 −
p∑

k=1

akz
−k

(3.1)

where G is the gain parameter and {ak} are the prediction coefficients. G and {ak}
are slowly varying with time. There are several classes of algorithms for LP coef-

ficients computation (in brackets we give the most common solution methods and

their computational complexity, where M is the number of samples to be analysed):

autocorrelation (Levinson-Durbin recursion O(M)), covariance (Cholesky decom-

position O(M), (Weighted) Recursive Least Squares with conventional O(3M2) or

QR-decomposition O(3M2/2)), lattice (Itakura or Burg O(5M)). The autocorrela-

tion solution is theoretically guaranteed to represent a stable filter if infinite precision

arithmetic is used. In practice, finite wordlength computation hence rounding errors

can cause unstable solutions1, but the Levinson-Durbin algorithm contains a built-in

check for stability (for example see Deller et al. [16, equation 5.97 and 5.98]). Addi-

tionally Markel and Gray have shown that the probability of such an instability to

occur may be minimised by preemphasising the speech to make its spectrum as flat

as possible [60]. In such case smaller wordlengths can be used in practice and the

resulting polynomial will generally remain stable. To produce a short-term analysis

results the autocorrelation method assumes that the signal is identically zeros out-

side the interval being analysed so the prediction error is likely to be large at the

beginning of the interval, because we are trying to predict the signal from samples

1A discussion of finite wordlength effects in LP solutions can be found in the work by Markel

and Gray [60]
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that have arbitrarily been set to zero and also at the end of the interval, because

we are trying to predict zeros from samples that are nonzero. For this reason, a

windowing function is needed to decrease the error by smoothly tapering to zero the

signal at the ends of the frame [76, pages 401–402]. The covariance method can not

be theoretically guaranteed to be stable, but in practice, if the number of samples

in the frame is sufficiently large, this usually poses no problems. This is due to the

fact that for a large number of samples in the analysis frame, the covariance and

autocorrelation methods yield almost identical results [16, page 324], [76, page 419].

The lattice methods are the most computationally expensive of the three but the

predictor polynomial is guaranteed to be stable, and what’s more the stability is

preserved even when the computation is performed using finite wordlength compu-

tation [60]. Since for our computations we will be using double precision arithmetic

(and the analysis frames will be rather long) it is reasonable to use the autocorre-

lation method with the Levinson-Durbin solution. From the previous discussion we

already know that this method requires the preemphasis and windowing. The exact

choice of the analysis parameters is described in the next chapter.

Now we can proceed to describe the analysis procedure of the signal of helium

and normal speech vowels which runs in the following steps:

1. Vowels endpoint detection

Speech signal is labelled to locate the vowels’ endpoints.

2. Preemphasis

Speech signal between given locations is preemphasised to remove the pole

stemming from lip radiation that would occur during LP analysis and reducing

the probability of obtaining an unstable filter..

3. Pitch trajectory estimation

Pitch trajectory is computed for each vowel and median filtered to remove

obvious errors. Then a histogram is calculated and the most frequent value is

chosen as the actual pitch. In case there are more than one equally frequent

values the mean of them is taken.
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4. Formant analysis of each vowel

The signal of each vowel is analysed frame by frame as follows:

(a) Windowing

Each frame is windowed to decrease the prediction error at the ends of the

frame.

(b) LP analysis

The LP polynomial is computed and modified to remove the poles whose

frequencies lay beneath given Fmin or whose bandwidth exceed certain

BWmax . This step helps that spectral shaping poles (at least majority of

them) will not become formant candidates.

(c) Formant properties estimation

Formants are located by picking the peaks of the LP spectrum, then the

nearest pole is sought and assigned to each peak. This step also incor-

porates a number of self-correction subroutines to guarantee maximum

robustness of the algorithm. From the pole data formant frequencies,

bandwidths and amplitudes are computed.

5. Median filtering

Now there is a trajectory (over all frames) for each formant property. Those

are then median filtered to remove obvious errors. This step is applied twice

to obtain better results [76, pages 158–161].

6. Low-pass filtering

Median filtered trajectories need additional low-pass filtering to provide suffi-

cient smoothing of the undesirable noise-like components of the signal.

7. Histogram computation

From each trajectory a histogram is computed and the most frequent value is

chosen as the sought one. In case there are more than one equally frequent

values the mean of them is taken.

8. Normalisation functions calculation
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The analysis procedure from step 1 to step 7 is run twice: first, for normal

speech signal and second for helium speech signal of the same diver. By com-

paring respective speech properties of normal and helium speech we derive

the spectral warping functions for formant frequencies, bandwidths and am-

plitudes. Interpolation and extrapolation is also necessary in this step as the

warping functions are defined for a small discrete set of frequencies but should

finally be specified for the whole Nyquist frequency range. Pitch correction

factor is also computed in this step.

3.2.1 Vowels endpoint detection

A very reliable algorithm for locating the beginning and the end of a speech

signal was proposed by Rabiner and Sambur [75] in the context of an isolated-word

speech recognition system. Parts of our description are based on the algorithm

summary given in [76, page 132–135]. This algorithm can be described by reference

to figure 3.2. The basic representations of the signal which was used in the original

algorithm was zero-crossing rate and the average magnitude function. The zero-

crossing rate was incorporated to properly detect endpoints in case weak fricatives

or plosive bursts occur at the beginning or at the end of the utterance and also in

case nasals, voiced fricatives or trailing off of the vowel sounds occur at the end of

the utterance. In our case the speech signal which will be analysed consists only of

vowels only, therefore the computation of zero-crossing rate is no longer needed. The

average magnitude is used instead of the short-time energy function. It is because

the latter is defined as:

En =
∞∑

m=−∞
[x(m)w(n − m)]2, (3.2)

or

En =

∞∑
m=−∞

x2(m)h(n − m), (3.3)

where

h(n) = w2(n), (3.4)
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and w(n) is the windowing function. It follows then that En is very sensitive to large

amplitudes of signal since they enter the computation in equation 3.3 as a square,

thereby emphasising large sample to sample variations in x(n). Employing average

magnitude function defined as:

Yn =

∞∑
m=−∞

|x(m)|w(n − m), (3.5)

where the weighted sum of absolute values of the signal is computed instead of the

sum of squares is a simple way to alleviate this problem [76, page 123]. Besides

removing zero-crossing rate computation from the algorithm we also modified the

original endpoint detection algorithm to locate more than one vowel in the speech

signal being analysed. It is also assumed that the first 100ms of the recorded signal

contains no speech. The mean and standard deviation of the average magnitude

is computed for that interval to give a statistical characteristic of the background

noise. Using that statistical characteristic and the maximum average magnitude in

the interval energy thresholds are computed (see page 72 for details). The average

magnitude profile is searched to find the interval in which it always exceeds a very

conservative threshold (ITU in figure 3.2). It is assumed that the beginning and

ending point lie outside this interval. Then working backwards from the point at

which Yn first exceeded the threshold ITU, the point (labelled N1 in figure 3.2) where

Yn first falls below a lower threshold ITL is tentatively selected as the beginning

point. A similar procedure is followed to find the tentative endpoint N2. This double

tresholding ensures that dips in the average magnitude function do not falsely signal

the endpoint. N1 and N2 are then chosen as the endpoints of the first vowel. The

whole procedure is then repeated to find the endpoints of the next vowel(s). This

searched is continued until the end of the speech signal is reached. It is important

that the energies of vowels do not differ radically (yet the exact difference that makes

the algorithm fail is difficult to define), i.e. they have to be spoken with as much

equal loudness as possible. This is because the ITU might be too large laying over

the maximum average magnitude of the most silent vowel causing it to be completely

“overlooked”. Still the algorithm proved to be very robust: figure 3.3 presents the

situation where the energy of the second vowel has been artificially decreased by
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Figure 3.2: Average magnitude functions for similar vowel energies. All vowels are pro-
perly located.

−20 dB, while figure 3.4 shows the opposite situation, i.e. one of the vowels has

its maximum magnitude increased by +20 dB. In both situations all vowels were

correctly located.

3.2.2 Pitch trajectory estimation

There are many methods for pitch estimation which would be suitable for our pur-

poses, but the task we have for such an algorithm is very much simplified as compared

to those for which they are usually designed: pitch estimation, voiced/unvoiced and

speech/silence decision. In our case we know apriori that there are only vowels in

the speech signal with already determined locations and the only parameter to be

computed is the pitch of each vowel. The SIFT (simple inverse filter tracking) algo-

rithm proposed by Markel [58] is therefore very much suitable as it is a reliable tool

which seems to be still in favour [16], [76]. Figure 3.5 shows a block diagram of the

SIFT algorithm. The input signal s(n) is lowpass filtered with a cutoff frequency of

about 800–900 Hz and decimated to create an effective sampling rate of 2 kHz (for
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Figure 3.3: Average magnitude functions in case the second vowel has its energy consi-
derably smaller than others. The second vowel was not found.
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Figure 3.4: Average magnitude functions in case the second vowel has its energy much
higher than the others. All vowels are properly located.
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Figure 3.5: Block diagram of the SIFT algorithm

example if s(n) is sampled at 40 kHz the sequence has to be decimated by a factor

20:1). The decimated output, x(n), is then analysed using linear predictive analysis.

Low order filter (L ≈ 4) is sufficient to model the signal spectrum in the nominal

1 kHz bandwidth remaining as we expect no more than two formants to occur in

this frequency range. The short-term LP analysis is typically done on rather small

frames of speech (≈ 64 samples) for good temporal resolution. The signal x(n) is

then inverse filtered to compute the residual (error) signal ε(n) that should appro-

ximately exhibit a flat spectrum. The residual ε(n) is expected to be reasonably

periodic and the autocorrelation is used to detect this periodicity, i.e. the largest

peak is searched for in rε(η) which is the autocorrelation of ε(n). However one should

notice that the resolution of this procedure is quite low: the spacing between the

autocorrelation lags is 1/2 kHz, or 0.5ms, so it is necessary to interpolate the rε(η)

before the peak search is performed. The pitch trajectory computed using SIFT

algorithm usually does not contain any large errors (the signal being analysed is

all-voiced, hence there are no transition regions). Hence practically no postproces-

sing is required and the only one applied was median filtering of the resulting pitch

trajectory. The histogram is then computed and the most frequent value is chosen

as the actual pitch for the vowel. In case there are more than one equally frequent

values we take the mean of them. Pitch estimation is performed for all vowels in

the signal and the final pitch value is the arithmetic mean of them. Typical signals

from the SIFT algorithm are shown in figure 3.6 on the next page.
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Figure 3.6: Typical signals from the SIFT algorithm. (a) decimated speech frame,
(b) spectrum of the input speech signal with LP model spectrum superimposed, (c) spec-
trum of the inverse filtered speech, (d) residual signal at the output of the inverse filter,
(e) autocorrelation of the residual signal exhibiting a pitch period near 9ms (using 5:1
interpolation), (f) histogram of pitch estimates for the whole vowel: F0 = 110 Hz.

3.2.3 Preemphasis

Prior to the analysis the whole signal is preemphasised to remove from the trans-

fer function the pole stemming from lip radiation and lower the probability of LP

analysis instability (the latter issue has been already discussed in section 3.2 on

page 49). The usual preemphasis filter is of the form:

P (z) = 1 − ρz−1, (3.6)
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where ρ is taken in the range 0.9 . . . 1.0. This filter is identical in the form to the filter

used to model the lip radiation characteristic. We know that this filter introduces

a zero near ω = 0, and a 6 dB per octave shift on the speech spectrum. There

are two main reasons for employing a preemphasis filter. First, according to the

speech production model it is argued that the minimum-phase component of the

glottal signal can be modelled by a simple two-real-pole filter whose poles are near

z = 1 [16, equation 3.72]:

g(n) = [αn − βn]u(n), β < α < 1, α ≈ 1 (3.7)

in which u(n) is the unit step sequence. The z-transform of the transfer function

from equation 3.7 αn − βn is:

G(z) =
1

1 − αz−1
− 1

1 − βz−1
(3.8)

The lip radiation characteristic with its zero near z = 1 [16, equation 3.76]:

R(z) = 1 − z0z
−1, z0 ≈ 1, z0 < 1 (3.9)

tends to cancel the spectral effects of one of the glottal poles. By introducing

a second zero near z = 1, the spectral contribution of the larynx and lips can

be effectively eliminated. In this case we can consider the results of the analysis

to represent the behaviour of the vocal tract only. Preemphasis should not be

performed on unvoiced speech in which case ρ = 0. Though this is not an issue here

as we analyse only voiced speech.

An often situation for voiced speech is that the LP spectrum exhibits a very low-

frequency peak resulting from the glottal source. A peak-picking formant tracker

my mistaken such a peak for the first formant. The preemphasis of the speech signal

prior to analysis reduces this peak and also enhances higher formants, what allows

for good discrimination of closely spaced formants. A side effect is that formant

location might slightly shift in the LP spectrum [52] .

The second reason for preemphasis is to prevent numerical instability — see

section 3.2 on page 49. This is due to the fact that if the speech signal is do-

minated by low frequencies it is highly predictable and a large LP model order
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will result in an ill-conditioned autocorrelation matrix [20]. Makhoul [53] argues

that the ill-conditioning of the autocorrelation matrix becomes increasingly severe

as the dynamic range of the spectrum increases. If a general “tilt” is causing this

wide dynamic range, then the first-order inverse filter should be able to “whiten”

the spectrum. The preemphasis filter may be interpreted as such an inverse filter

(after [16, pages 329–330]).

3.2.4 Windowing

The reason for windowing the speech segment prior to LP analysis has already

been given when discussing the autocorrelation method in section 3.2 on page 50,

i.e. it is to decrease the prediction error at the ends of the frame.

3.2.5 Formant properties estimation

There are two main approaches to using LP parameters for estimating formants

for voiced segments of speech. First, the most direct way, is to extract zeros from

the LP polynomial and choose three or four (depending on the Nyquist frequency)

resonant pole pairs (zeros of A(z) near the unit circle) as representative of for-

mants [3], [57]. For a given zero pair, the formant frequency is deduced immediately

from the angle of the pair and the bandwidth is related to the pole pair’s magni-

tude. One problem with this approach is that there is not a simple or predictable

relationship between the roots of the LP polynomial and the resonances in the spec-

trum [16, page 338]. On the other hand since the predictor order p is known apriori,

the maximum possible number of complex conjugate poles is p/2. Thus the process

of deciding which poles correspond to which formants is less complicated for the LPC

method since there are generally fewer poles to chose from than for other methods

such as cepstral smoothing. The second method, also proposed in [3], [13], [57], is to

locate the peaks in an LP magnitude spectrum. Markel reports that such an algo-

rithm was successful at producing accurate estimates of formant frequencies about

90% of the time in experiments in which he tracked formants in flowing speech [57]

commenting also that neither peak picking of the usual DFT spectra nor solving
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A(z) for the roots and then defining the poles with smallest bandwidth as the for-

mants would not generally give correct results. As we will see in the next chapter due

to high sampling frequency the LP polynomial order will be large, giving us about

15 complex pole pairs (formant candidates) in each frame. Making a decision which

poles correspond to formants and which correspond to spectral shaping would be a

difficult and presumably an error-prone procedure. If for normal speech and known

order of vowels we may restrict our search only to the formant frequency range typi-

cal of those vowels (or with constant settings for all vowels as proposed in [47], [59],

[62]), then for helium speech it will be much more complicated as we decided not

to resort to any model, so the algorithm would have no such clues. On the other

hand, the LP spectrum, provided the LP analysis order is properly chosen, usually

contains less peaks than the LP polynomial has roots [57] and, what is more import-

ant, they generally correspond to formants. But the statement “generally” is not

sufficiently reliable and would cause the algorithm to produce in practice to many

erroneous results. Therefore a number of additional processing is done to increase

the accuracy and reliability of the algorithm. First, the LP polynomial is modified

as to remove the roots that correspond to spectral shaping poles and not formants.

The first constraint is that extraneous poles have often very large bandwidths as

compared to what one would expect from bandwidths typical for speech formants.

Those poles whose bandwidth exceed some BWmax are removed. Additionally we

assume that the first formant frequency is higher than some Fmin. For normal speech

we set Fmin = F0. In case of helium speech setting Fmin = F0 could sometimes be

not correct as spurious peaks (not corresponding to any formant) often occur before

first formant, which we know from section 2.1.1 is most shifted. Therefore Fmin is

set to equal F1 of the vowel i as i is the vowel that has the lowest F1 which can be

located with practically no errors. Hence the first vowel to be analysed has to be

now i and its first formant is chosen to be Fmin during the analysis of the subsequent

vowels. Of course when i is analysed the Fmin is set to be equal F0. The second

problem we may encounter is that two closely spaced formants frequently merge into

one spectral peak. There are several solutions to this problem. They usually tend

to use McCandless approach [62], who proposed to evaluate the LP polynomial on
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a circle of radius r < 1 rather than on the unit circle. This caused the peaks in

the LP spectrum to be more pronounced and easier to be distinguished. To this

end the chirp z -transform or CZT [74] can be employed. A special case of the chirp

z -transform is when r is a constant and |r| < 1. It yields then the z -transform on a

circle with a radius |r|. CZT is much more computationally expensive than the FFT

algorithm so it would be advantageous if it could be implemented in a less resource

demanding form. One solution was proposed by Deller et al. [16, page 337]. They

argued that it was only necessary to premultiply the LP parameters by r before

computing the FFT. In this way the DFT of the sequence:

{1,−a1(n),−a2(n), . . . ,−aL(n), 0, 0, 0, . . . , 0} (3.10)

is

1 −
L∑

k=1

akre
−j(2π)kn, n = 0, 1, . . . , N − 1, (3.11)

which was supposed to be the IF spectrum evaluated on the r-circle as required (Ta-

king the magnitude of IF and reciprocating each point yields (scaled) LP magnitude

spectrum). Unfortunately this was not right. The calculations we performed showed

that the results obtained using the equation 3.11 differ from what was obtained from

the direct computation of CZT. A correct method was proposed by Bi and Qi [12]

who implemented McCandless method by multiplying the LP coefficients, ak, by a

factor r−k and evaluating the adjusted polynomial on the unit circle. This procedure

gave correct results. Hence the correct version of the equation 3.11 should read as

follows:

1 −
L∑

k=1

akr
−ke−j(2π)kn, n = 0, 1, . . . , N − 1, (3.12)

Kang and Coulter [43](after Deller et al. [16, page 338]) proposed to move all the

zeros of A(z) directly onto (or close to) the unit circle2 before computing the trans-

form. This is accomplished by computing the ak and setting aL equal to -1. As aL is

2In case of moving the zeros directly onto the unit circle this approach is in fact equal to

rooting the LP polynomial. The advantage of such approach is that it does not require explicit

root solving and is much more efficient due to the use of the FFT. This is however achieved by

reducing the accuracy with which the root frequencies are computed — it is limited by the number

of DFT samples, while in case of the full root solving procedure it is only restricted by the software
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the product of ak, all zeros of the filter must lie on the unit circle. The advantage of

this approach over McCandless’ method is that all singularities become prominent,

not just those sufficiently close to the r-circle as commented by Deller et al. [16,

page 338]. We may note though that in fact we don’t wish to make all singularities

prominent, but only those that are related to formants. Therefore McCandless ap-

proach is more suited to our purpose and will be used in our analysis. Figure 3.7

compares the LP spectra of the vowel a computed without any modification and

enhanced using the methods described above. It is obvious that the computation of

LP magnitude spectrum does not give correct results as F3 has not been located pro-

perly. McCandless method gives correct results, while Kang and Coulter approach

would falsely signal additional “formants” between F1 and F2 and also between F3

and F4. McCandless method as well as Kang method is unable to directly provide

formant bandwidth information as in both cases the bandwidths are distorted as

commented by Deller et al. [16, page 338].

Peak-pole assignment

From this reason we devised a different method, that does not distort the band-

widths of the poles. The peaks are searched for in the LP spectrum computed from

the enhanced polynomial, but the poles are computed from the original i.e., not

enhanced LP polynomial. This however requires to set a relationship among poles

and peaks. We developed such an assignment procedure which operates as follows.

It starts with two sorted list: a list of the frequencies of the peaks found in the en-

hanced LP spectrum and a list of the frequencies of the poles obtained from rooting

the LP polynomial. For each peak we search for the nearest pole in both directions

(on the frequency axis). When such a pole is found it is, together with all the poles

with lower frequencies, removed from the list and the procedure is repeated for the

next peak until the required number of peaks to be processed is reached. Figure 3.8

shows a typical result. This poles will be the formant estimates for the current

frame. The centre frequency Fk and (two-sided) bandwidth Bk of the k-th formant

capabilities — and what’s more it does not give any information on roots radii, as all are set

arbitrarily to unity.
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Figure 3.7: LP spectra of the vowel i evaluated on the unit circle and using (a) Mc-
Candless and (b) Kang and Coulter method.

are calculated from the complex pole zk in the following manner:

Fk = (1/2πT )Im(ln zk) (3.13)

Bk = (1/πT )Re(1/ ln zk) (3.14)

And the amplitude of the formant Ak is the value of the (scaled) spectrum magnitude

at the pole peak frequency

Repeating the procedure for each frame yields a number of formant parameter
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Figure 3.8: Typical results of the formant location algorithm in which poles are assigned
to peaks. Chosen poles are marked with filled triangles.

tracks (formants, bandwidths and amplitudes) for each vowel which serve as the

basis for further processing.

The above discussion is valid for error-free cases, i.e. the desired number of peaks

could be located and the poles assigned to them. This is usually true, yet occasio-

nally we may encounter situations in which not all peaks could be found or poles

could not be assigned to all of them. Therefore we incorporated in our algorithm a

number of error correction subroutines that handle such cases. (figure 3.9 shows the

whole formant properties estimation algorithm). In case when for a given frame not

all peaks could be located it is very usual that the formant (or formants) missing is

not the highest one, so correcting only for the missing peak may quite probably lead

to large errors for other formants. Therefore such frame is marked all-wrong, i.e. all

formants are considered wrongly located. In case all peaks are found but for some

of them no poles could be assigned, that is no pole can be found in the specified

vicinity of the given peak, only those formants are considered wrong. Those missing

values are provided from the last fully processed (with no errors) frame. Special

care is taken for the first frame. In this case there is no previous frame to be used

and what is more it may happen that in the first and a number of succeeding fra-

mes some peaks are missing. The algorithm then keeps marking those frames and

waits until first correct frame occurs. It then sets all the missing formant parameters
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using the values obtained from the first correct frame. After processing such a frame

all formant properties are now available to be used for correction of all subsequent

wrong frames. Since then it is not possible that there is no correct previous frame

(from now onwards by the term last correct frame we mean a frame that has been

correctly analysed or corrected based on previous correct frame — this ensures that

the closest (in time) frame is always used to correct the current frame). If a one of

next frames is missing peaks the algorithm simply uses the pole data obtained from

the last correct frame and does not perform peak-pole assignment procedure which

is unnecessary, as the poles were already found when processing the correct frame.

It may also happen that all the peaks were found for the first frame, but poles

could not be assigned to all of them. It means that this will still be not a correct

frame (it is only partially correct) so we have only to mark the missing poles and

proceed to analyse the next frame waiting again for the first correct frame to occur.

If the algorithm reaches the end of the speech signal having not found any cor-

rect frame, that it is an unrecoverable error and the formant properties estimation

algorithm terminates. This would mean that there was not a single correct frame

and that algorithm completely failed to perform its work. Hence it makes no sense

to find an algorithmic solution that would correct anything in such situation.

Median filtering

The computed trajectories of formant properties usually contain obvious errors

that must be brought back into line with the rest of the data. A reliance on formant

continuity seems to be helpful. Such procedure usually relies on discarding values

that differ to much from the previous ones (previous value is then set as the current

in such cases) and/or searching for the nearest neighbour. However for the first

frame there is no previous frame to check with, so initial conditions are necessary to

be supplied [47], [59], [62]. The values chosen by various researchers are shown in ta-

ble 3.1. Although they may be considered useful in our algorithm, their applicability

would be restricted only to normal (air) speech. Initial conditions for helium speech

would require some knowledge as how to transform the normal speech values. Hence

a model of helium speech production would come into play, which is in contrary to
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Figure 3.9: Flowchart of the formant properties estimation algorithm.
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Markel [59] McCandless [62] Lu and Doerschuk [47]

F1 500 320 450

F2 1500 144 1300

F3 2500 2760 2000

F4 — 3520 3100

Table 3.1: Initial formant frequency values for formant tracking algorithms.

the purpose of this thesis. Therefore we have to rely on the values provided by the

peak-picking algorithm and devise some postprocessing to eliminate possible errors.

One type of such postprocessing is to use an ordinary linear lowpass filter, which

however would most probably fail to bring the errant points back into line as it is

derived from the concept of separation of signals based on their (approximately)

nonoverlaping frequency content which is not an appropriate approach in this case.

For such cases some type of nonlinear smoothing algorithm that can filter out

large errors is required. Such a smoother should separate signals based on whether

they can be considered smooth or rough (noise-like). Thus a signal x(n) can be

considered to be of the form:

x(n) = S[x(n)] + R[x(n)], (3.15)

where S[x(n)] is the smooth part of the signal x(n), and R[x(n)] is the rough part of

the signal x(n). A nonlinearity which is capable of separating S[x(n)] form R[x(n)]

is the running median ML[x(n)], which is simply the median of the L numbers,

x(n), . . . , x(n−L+1). A nonlinear smoother using a combination of running medians

and linear smoothing (originally proposed by Tuckey [20]) can be shown to have

approximately desired property [21].

Low-pass filtering

Although running medians provide some smoothing an additional linear smoo-

ther is usually needed to provide sufficient smoothing of the undesirable noise-like

components of the signal. The linear symmetrical FIR filter may perform this task,

with additional advantage, that its delay can be exactly compensated. A low or-
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der system is usually sufficient and for example an odd length Hanning window is

generally adequate [76, pages 158–159].

Histogram computation

After having smoothed the formant properties trajectories we may be tempted to

think that computing the mean values will be now sufficient to have good estimates

of the formant properties. However it is quite probable that this would give wrong

results if large errors are still present in the tracks. This is due to the fact that

erroneous measurements occurring for longer than L/2 samples, where L is the me-

dian length will not be removed. Such cases are not rare. Therefore the next step is

to calculate the histogram and find the most often value rather than mean one. Yet

there is another opportunity to obtain erroneous results. Sometimes it may happen

that the most often frequency of k-th formant Fk lies below the already computed

frequency of previous formant Fk−1. Therefore all the histogram bins with centre

frequencies smaller than and equal Fk−1 should be removed from the histogram of

Fk before searching for its most frequent value. In this way our algorithm is sensitive

to errors that occur for more than 50% of the frames. This situation could only be

recovered from if we used some model to calculate approximate values of formant

properties, but it is one of the assumptions of this work not to resort to any sort of

speech production model during normalisation functions estimation.

The whole procedure is repeated for each vowel to obtain a set of formant fre-

quencies, bandwidths and amplitudes for the normal and helium speech signal.

3.2.6 Calculation of the pitch correction factor

The pitch correction factor is calculated as a quotient of mean pitch for the

helium vowels and mean pitch for normal speech vowels.

3.2.7 Normalisation functions calculation

At this stage of our algorithm we have a discrete set of formant properties which

were calculated for all vowels contained in the normal and helium speech signals. The
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ratio of corresponding formant, for example frequencies is the air-helium formant

frequency shift. At the same time it is a normalisation function as it defines by

what factor the helium speech formant frequency has to be divided to obtain the

value typical for air conditions. Similarly for formant bandwidths and amplitudes.

It is clear that based on the measurements made for a certain number of formants

of a certain number of vowels the normalisation functions are specified only for the

frequencies of those formants, which a limited number of discrete values on the

frequency scale, but we need those functions to be defined for the entire spectrum

(0–Nyquist). It is necessary then to interpolate between the known points and

extrapolate from the lowest measured point to 0 Hz and from the highest measured

point to Nyquist frequency. If we take into account that first three-four formants

perfectly define the spoken vowel we see that the behaviour of the normalisation

function outside the measured points is not important. The only issue is that among

the vowels we analyse there are ones that have the lowest F1 i.e., the vowel i and

the one that has the highest Fn where n is the maximum number of formants to

be analysed (for example if n = 4 it is vowel a). There is no suggestion in the

literature what to do for other frequencies as all previous research was based on

speech production model and the functions were analytically defined for the entire

spectrum. We decided to constantly extrapolate the correction functions towards

the Nyquist frequency towards 0 Hz. Specifically if the normalisation function fn

which is defined in the frequency range min(Fair) ≤ f ≤ max(Fair), where Fair is

the set of measured formant frequencies of vowels produced in normal conditions,

the extrapolation is constructed as follows:

fn =




fn(min(Fair)) if 0 ≤ f < min(Fair),

fn if min(Fair) ≤ f ≤ max(Fair),

fn(max(Fair)) if max(Fair) ≤ f ≤ Nyquist.

(3.16)

In case of frequencies lower than min(Fair such definition gives additional advantage

as in this frequency region lays the peak stemming from the glottal source spectral

characteristic which we do not wish to move.

As no apriori assumption is made as to the shape of the normalisation function
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we will use a polynomial interpolation in the frequency range min(Fair) ≤ f ≤
max(Fair) with possible use of nonlinear frequency scale. The discussion of parame-

ters selection is consistently deferred to the next chapter.

Before we apply the interpolation/extrapolation procedure we should be aware

that there is still a possibility that two or three peaks were wrongly located, i.e. the

algorithm completely failed. In those cases we can still account for that by running

the median on the Fnhe = f(Fna) function. In this way practically all outlying values

are removed.

As our system is based on real speech signals, rather than well defined models

of speech production there is always a possibility that even at this stage the results

may be (at least partially) wrong. Although many self-correcting procedures are

built into the algorithm and LP analysis is very robust there still remains a margin

of error as we are considered with human speech. As we assume that the algorithm

receives no additional information on what distortions to expect and — as being

fully automatic — is not supervised in any way, nothing more can be done in such

situations.



Chapter 4

Algorithm simulation and results

In this chapter we present the results from the simulation of our algorithm on

real normal and helium speech. We also discuss the choice of analysis parameters

and also examine how they influence the results, i.e. the system sensitivity.

4.1 Recording conditions

The normal and helium speech recordings were made under controlled conditions

at the surface in the air and in the helium-oxygen breathing mixture during the si-

mulated dives in dry chamber to the depths of 400 fsw (122 msw), 850 fsw (259 msw)

and 1000 fsw (304 msw). The gas at 0 fsw was air, except when HeO2 mix was re-

quired that mix was 80% helium/20% oxygen. From 30 fsw down the oxygen partial

pressure for the dive was maintained at 0.46 ATA. The remainder of the breathing

media was mainly helium with traces of other inert gases [63]. The recordings of

isolated vowels were made exclusively for the purpose of the present research by

Dr Lisa Lucks Mendel from the University of Mississippi and were provided with

kind permission of US Navy.

The subjects were eight male divers with American English as their native lan-

guage. During the recordings each diver has spoken four vowels i, a, y and Ç at

the surface and at each depth. Both signals — of normal and helium speech were

sampled at 44.1 kHz with 16bit resolution.
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4.2 Selection of analysis parameters

4.2.1 Vowel endpoint detection parameters

Vowels were located using average magnitude profile which was computed with

a 10 ms window (Hamming) at a rate of 100 times/s. Thresholds were calculated as

in the original version of the algorithm [75]:

I1 = 0.03 · (IMX − IMN ) + IMN (4.1)

I2 = 4 · IMN (4.2)

ITL = MIN (I1, I2) (4.3)

ITU = 5 · ITL, (4.4)

where IMX is the peak magnitude and IMN is the average silence energy. As the

ITU and ITL are chosen automatically their values differ for each speech signal due

to variable energy content.

4.2.2 Pitch estimation parameters

The decimation of the speech signal performed by the SIFT algorithm requires

the signal to be low-pass filtered prior to discarding the redundant samples. We

experimented with typical FIR filter designs: Butterworth and Bessel. They unfor-

tunately failed to provide sufficient roll-off between the passband and the stopband

at a reasonable filter length. A Parks-McClellan [39] optimal filter design proce-

dure proved to serve well our purpose giving very good results. It uses the Remez

exchange algorithm and Chebyshev approximation theory to design filters with an

optimal fit between the desired and actual frequency responses. The filters are op-

timal in the sense that the maximum error between the desired frequency response

and the actual frequency response is minimised. Filters designed this way exhibit

an equiripple behaviour in their frequency responses and hence are sometimes cal-

led equiripple filters [100]. To addition they are linear phase FIR filters. Figure 4.1

shows frequency response of Parks-McClellan realisations of the low-pass design that

was used as a decimation filter. The parameters used to construct the filter were:
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Figure 4.1: Frequency response of the Parks-McClellan realisations of the low-pass filter
for use in SIFT algorithm.

passband ripple = 3 dB, stopband ripple = 20 dB, cutoff frequencies 0 and 1000 Hz

with nominal amplitudes: 1 and 0 respectively. The frequency response of filter desi-

gned using the Parks-McClellan method is very good. Although the computational

complexity is fairly higher than for other filter realisations it should be noted that

the filter needs to be computed only once for a given sampling frequency of the

speech signal.

4.2.3 Preemphasis parameters

The precise value of ρ in the filter (defined by equation 3.6 on page 57) which was

used to preemphasise the speech signal is rather of little consequence [16, page 330].

Therefore we decided to use a simple differencer, i.e. ρ = 1.

4.2.4 Window selection

Various windows were investigated, but the differences among them are negligi-

ble, except — of course — for the rectangular window. Figure 4.2 compares the LPC
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spectra and the spectra of residual (error) signal for several types of windows. It

was decided to use the Hamming window, which is also the one that is most widely

used in speech analysis including helium speech research.

4.2.5 LP analysis parameters

A rule for choosing L (LP analysis order) and N (frame length) was given by

Markel [57]. He argued that both L and N are not strong functions of the particular

speech sound, but strongly depend on the system sampling rate. Markel found that

for sampling frequencies in the range 6 kHz ≤ Fs ≤ 18 kHz it is generally sufficient

that L = Fs + γ where γ = 4or 5 and Fs is in kHz which means that approximately

one complex pole pair is required per every 700 Hz. Similarly N = δFs where

δ = 20 . . . 30. The window length is a tradeoff between frequency resolution and

spectral averaging. If the window is too short we will not be able to resolve closely

spaced formants, while when it is too long due to frequency averaging over the time

interval of the window we may expect the LP spectrum to be “blurred”, i.e. strong

resonant peaks will not be present. A similar suggestion is given by Rabiner and

Schafer [76, page 419] who indicated that the speech spectrum can be represented

by roughly 2 poles per 1 kHz due to the vocal tract contribution, then a total of Fs

(in kHz) poles are required. Additionally 3–4 poles are required to properly model

the glottal source spectrum and the lip radiation load.

Following this reasoning to properly analyse the signal of normal speech sampled

at 20 kHz we would need 24–25 poles. We have chosen L = 26. The frame length

N should be in this case in the range 400–600 and we selected N = 1024. In

case of helium speech the situation is more complicated due to spectral expansion.

Following the simple path we should use L = 44–45 and N = 800–1200. While the

value of N is reasonable (we decided to use N = 2048), the LP analysis order can

not be that large. Let us consider that due to the change in sound velocity equal

α all resonances of the vocal tract are shifted upwards by α. Thus we should use

L = 40/α + γ which is equal 31-32 for small depths (α ≈ 1.5) and 19–20 for large

depths (α ≈ 2.8). The median value of 28 was found to be appropriate.
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Figure 4.2: DFT spectra of speech with LP spectra superimposed and respective residual
(error) spectra for the following windows: (a) Bartlett, (b) Blackman, (c) rectangular,
(d) Hamming, (e) Hanning and (f) Kaiser with β = 5
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4.2.6 Peak-pole assignment parameters

The pole to peak assignment can not be exact as the pole frequencies are com-

puted by numerical rooting of the LP polynomial (double precision), while the LP

spectrum is evaluated for discrete frequencies stemming from FFT computation. It

is not extraordinary then the spectral peak location usually differs from the corre-

sponding pole by Fs/2N , where Fs is the sampling frequency and N is the transform

length. Such differences would be of course greatest for the first formant, for exam-

ple if the nDFT = 1024 length DFT of a speech signal sampled at Fs = 44100 kHz

is computed — the spectral resolution is about 43 Hz. Then for the first formant of

the vowel i equal 280 Hz the maximum error would be more than 15%. Additionally

Deller et al.argues that there is no clear correspondence between the roots of the

LP polynomial and the resonances in the spectrum [16, page 338]. To not to allow

for such discrepancies we decided to restrict the search for the pole to the pm20%

in the vicinity of the spectral peak. If the peak is not found correction procedures

are applied to handle that (see 3.2.5 on page 62 for details). Similar problem exists

with formant bandwidth and pole bandwidth as the bandwidth of the pole depends

on the frame duration and position and the analysis method [76, page 450] and is

influenced by other poles. However if we still wish to obtain the information on

formant bandwidths this is the best way to do so. This approach was also used by

Lunde [50], Belcher and Hatlestad [11] in their research, and is also employed in

commercial speech analysis software [44].

Most of the automatic formant trackers look for first three formant frequencies.

We decided to estimate properties of the first four formants. This will increase the

range of the spectrum in which the normalisation functions are known and will give

more data to the next steps of the algorithm supposedly allowing for more accurate

estimation of the spectral normalisation functions.

To check the accuracy of our algorithm we tested it with synthetic vowels. They

were generated by filtering the periodic impulse train with the filter of the form:

H(z) =
G

1 −
4∑

k=1

akz
−k

, (4.5)
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where G was chosen so that signal will have maximum amplitude equal 1. We used

four “formants” in various configurations simulating four different vowels (i, a, y

and Ç) at different sampling rates produced in normal (air) and helium conditions

spanning the whole range of depths for which we are going to use our system (see 4)

i.e. 4, 400, 850 and 1000 fsw. In fact the formant frequencies and bandwidths

values supplied were real values measured from vowels uttered in normal and heliox

conditions allowing for maximum reliability of the test. The results are shown in

the figures 4.3 to 4.22. Although there are altogether twenty figures, we decided to

present them all.

It may be seen that the poles are located with very high accuracy. On the other

hand pole bandwidths are estimated with much lower accuracy, in extreme cases

being overestimated over two times (see B4 in the figure 4.9 on page 84), but for-

tunately this happens only occasionally, giving in most cases approximately correct

results which allow to be relied upon in further analysis. As we already know from

section 3.2.5 such errors will easily be eliminated using median filtering. Similarly to

formant frequencies, formant amplitudes are estimated correctly. With occasional

exceptions the error does not exceed 5 dB which is a very good achievement. It is

an interesting fact that the formant amplitudes are exclusively overestimated.

The results of the test fully allow to use our algorithm to estimate formant

features of real speech, produced in both conditions: in air at the surface and in the

helium-oxygen breathing under pressure.
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Figure 4.3: Automatic formant estimation errors for synthetic vowel i at the depth of
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(c) LP spectrum from the analysis of the vowel.
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Figure 4.5: Automatic formant estimation errors for synthetic vowel y at the depth of
0 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the vowel,
(c) LP spectrum from the analysis of the vowel.
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Figure 4.6: Automatic formant estimation errors for synthetic vowel e at the depth of
0 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the vowel,
(c) LP spectrum from the analysis of the vowel.
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Figure 4.7: Automatic formant estimation errors for synthetic vowel i at the depth of
4 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the vowel,
(c) LP spectrum from the analysis of the vowel.
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Figure 4.8: Automatic formant estimation errors for synthetic vowel a at the depth of
4 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the vowel,
(c) LP spectrum from the analysis of the vowel.
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Figure 4.9: Automatic formant estimation errors for synthetic vowel y at the depth of
4 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the vowel,
(c) LP spectrum from the analysis of the vowel.
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Figure 4.10: Automatic formant estimation errors for synthetic vowel e at the depth of
4 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the vowel,
(c) LP spectrum from the analysis of the vowel.
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Figure 4.11: Automatic formant estimation errors for synthetic vowel i at the depth
of 400 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.12: Automatic formant estimation errors for synthetic vowel a at the depth
of 400 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.



4.2 Selection of analysis parameters 88

0 20 40 60 80
−1

−0.5

0

0.5

1

Time in msec

A
m

pl
itu

de

(a)

0 5 10 15 20
−40

−20

0

20

40

Frequency in kHz

M
ag

ni
tu

de
 in

 d
B

F1 =  919Hz
F2 = 2110Hz
F3 = 4299Hz
F4 = 6475Hz

B1 =   63Hz
B2 =  103Hz
B3 =  177Hz
B4 =  289Hz

A1 =   31dB
A2 =   23dB
A3 =    3dB
A4 =  −18dB

(b)

0 5 10 15 20
−40

−20

0

20

40

Frequency in kHz

M
ag

ni
tu

de
 in

 d
B

F1 =  923Hz,  0.4%
F2 = 2111Hz,  0.0%
F3 = 4298Hz,  0.0%
F4 = 6478Hz,  0.0%

B1 =   66Hz,  4.8%
B2 =  102Hz, −1.0%
B3 =  174Hz, −1.7%
B4 =  272Hz, −5.9%

A1 =   34dB,  3.0dB
A2 =   26dB,  3.0dB
A3 =    7dB,  4.0dB
A4 =  −15dB,  3.0dB

(c)

Figure 4.13: Automatic formant estimation errors for synthetic vowel y at the depth
of 400 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.14: Automatic formant estimation errors for synthetic vowel e at the depth
of 400 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.15: Automatic formant estimation errors for synthetic vowel i at the depth
of 850 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.16: Automatic formant estimation errors for synthetic vowel a at the depth
of 850 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.17: Automatic formant estimation errors for synthetic vowel y at the depth
of 850 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.18: Automatic formant estimation errors for synthetic vowel e at the depth
of 850 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.



4.2 Selection of analysis parameters 94

0 20 40 60
−1

−0.5

0

0.5

1

Time in msec

A
m

pl
itu

de

(a)

0 5 10 15 20
−40

−20

0

20

40

Frequency in kHz

M
ag

ni
tu

de
 in

 d
B

F1 = 1211Hz
F2 = 5006Hz
F3 = 6315Hz
F4 = 8227Hz

B1 =   64Hz
B2 =   75Hz
B3 =  203Hz
B4 =  116Hz

A1 =   27dB
A2 =   27dB
A3 =   17dB
A4 =    8dB

(b)

0 5 10 15 20
−40

−20

0

20

40

Frequency in kHz

M
ag

ni
tu

de
 in

 d
B

F1 = 1213Hz,  0.2%
F2 = 5002Hz, −0.1%
F3 = 6319Hz,  0.1%
F4 = 8230Hz,  0.0%

B1 =   73Hz, 14.1%
B2 =   81Hz,  8.0%
B3 =  200Hz, −1.5%
B4 =  115Hz, −0.9%

A1 =   30dB,  3.0dB
A2 =   31dB,  4.0dB
A3 =   22dB,  5.0dB
A4 =   12dB,  4.0dB

(c)

Figure 4.19: Automatic formant estimation errors for synthetic vowel i at the depth of
1000 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.20: Automatic formant estimation errors for synthetic vowel a at the depth of
1000 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.21: Automatic formant estimation errors for synthetic vowel y at the depth of
1000 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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Figure 4.22: Automatic formant estimation errors for synthetic vowel e at the depth of
1000 fsw: (a) synthetic vowel, (b) frequency response of the filter used to generate the
vowel, (c) LP spectrum from the analysis of the vowel.
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4.2.7 Computation of the normalisation functions parame-

ters

Normalisation functions were computed by applying individually for each diver

at each depth a polynomial fit to the formant frequencies, bandwidth and ampli-

tude shift data and constantly extrapolating those functions outside the formant

frequency region. The data set to be interpolated was quite small (16 points) so the

median filter used prior to fitting the curve was the shortest possible i.e., of length 3.

In case of formant frequency shift it was sufficient to use the second order po-

lynomial fit. The fit was greatly enhanced if it was applied not to the shift func-

tion fn = Fhe/Fair itself but to the function Fhe = F(Fair). This is presented in

figure 4.23, showing superiority of the latter approach. Another modification em-

ployed was the nonlinear transformation of the frequency scale prior to polynomial

fit. We extensively experimented with logarithmic, both natural and decimal and

exponential transformation with various exponents. The latter proved to give best

results (with the factor 1/4 i.e., f ′ = f 1/4), especially in the low formant frequency

range. Figure 4.23 on page 103 also shows that simple increasing of the polynomial

order or using the logarithmic scale resulted in the fit closely following the data

points. The selected parameters were used for analysis at all depths fully complying

with the purpose of the thesis.

The large scattering of formant amplitude and bandwidth shifts made the inter-

polation task more difficult. A second order polynomial failed to reveal a general

trend in the data, requesting a larger polynomial order. In case of both bandwidth

and amplitude shift fifth order polynomial was found to be a balanced choice bet-

ween very rough approximation to the data and a close following each data point

(“too good” fit). This is illustrated in figures 4.24 and 4.25.

4.3 Results

Now we will present the results from the simulation of our algorithm on real

helium and normal speech with analysis parameters selected as discussed in the
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previous sections. The formant, bandwidth and amplitude shifts will be presented

only for the formant frequency region, as this is exactly the range that is of interest

to us.

We measured first four formant frequencies for four American vowels i, a, y

and Ç uttered by eight American male divers in the air on the surface and in the

helium-oxygen breathing mixture at the depths of 4, 400, 850 and 1000 fsw. For our

purposes we resampled the normal speech to 20 kHz and helium speech to 40 kHz.

The resolution was kept at 16bits.

To check the accuracy of our algorithm, at least to some extent, we measured by

hand first four formant frequencies for all diver/depth/vowel combinations. They

were performed for the centre portion of each vowel to avoid the influence of transient

effects and may be considered as a good point of reference to the accuracy of our

system. We examined only formant frequencies, as from the previous results with

synthetic vowels we my expect that formant bandwidths and amplitudes will also

be correctly estimated. The formant frequencies that are computed automatically

as most probable values may in practice slightly differ form those obtained by hand

measurements which do not reflect the formant features of the whole vowel, but only

of its small portion. Additionally it is usually difficult, if possible at all, for a speaker

to produce the sound in exactly the same way for a longer time. The formant tracks

are therefore not straight lines (it is even more apparent for the formant bandwidths

and levels) as depicted in figure 4.27, The detailed inspection of those tracks for the

helium and normal speech vowels revealed that the variations of the order of ±15%

should be expected. It was exactly this range that was chosen to decide whether

the frequency of a particular formant was estimated correctly. Specifically if the

formant frequency resulting from automatic measurements did not differ form the

corresponding hand measurement by more than ±15% the given formant frequency

was considered correctly computed.

As we decided that the analysis parameters for normal and helium speech do

not need, in general, be equal—the results of the algorithm simulation will be pre-

sented separately for helium and normal conditions. Based on the discussion in the

preceding chapters the following analysis parameters for normal speech were cho-
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sen: BWmax = 500 Hz, nFrame = 1024 samples, nDFT = 2048 samples, L = 26,

r = 0.98, M1L = 15 samples, M2L = 15 samples, WL = 11 samples, nhist = 25

bins, where the following notation was accommodated (it will be used throughout

the rest of the thesis):

• BWmax — maximum pole bandwidth allowed for analysis,

• nFrame — analysis frame length,

• nDFT — DFT length,

• L — LP analysis order,

• r — radius at which the LP polynomial is evaluated,

• M1L — first median length,

• M2L — second median length,

• WL — smoothing filter length,

• nhist — number of histogram bins.

The results depicted in figure 4.26 show the error for of automatic formant frequency

estimates for normal speech and its distribution. As we can see proper choice of

parameters allowed for completely error-free (in the sense we have defined on page

on the page before) estimation of formant frequencies for normal speech. It is very

important that formant features of vowels uttered in the air be estimated correctly

as they will affect the accuracy of normalisation function computations at all depths.

For helium speech we have chosen similar set of parameters, except for LP ana-

lysis order L = 28 and frame length which was adjusted to the sampling frequency

of helium speech being twice that of normal speech, hence nDFT = 2048 samples.

Since the frame length has changed, also the smoothing parameters that depend on

it had to be modified correspondingly i.e., M1L = 7, M2L = 7 and WL = 5. Fi-

gure 4.28 shows the results. They are not so good as for normal conditions, but also
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the task for the algorithm was not equally easy. Formant frequencies were mainly

underestimated what would suggest that spectral peaks cannot be appropriately

resolved due to not sufficiently large LP analysis order. We experimented with the

order L = 30 (figure 4.30) and L = 32 (figure 4.31), but as can be seen, the results

are discouraging.

Figure 4.29 present the main results of this thesis i.e. spectral normalisation

functions for formant frequencies, bandwidths and amplitudes computed for all di-

vers at each depth. In case of formant frequency shift it seems that all divers follow

the same pattern. The scattering of the data among different divers is not larger

than the scattering for each individual diver and the differences grow with the fre-

quency i.e. with the formant number. As we already know from the discussion on

page on page 99 it is very difficult for a speaker to produce a vowel for a longer

time keeping its spectral characteristic constant. It is likely that the vocal tract

configuration varies in a very natural way and although we computed the histogram

this variation could pass through it anyway. This variation is similar in its relative

magnitude, but in the absolute values it will certainly be the larger the higher is

the formant number. Since we display this shift in a linear frequency scale (which

is customary in helium speech research) the variations are most prominent exactly

for the higher frequencies. Indeed for the lower frequencies the scattering of data is

practically negligible.

Our results are in agreement with selective simulations of the multitube vowel

model performed by Lunde [50] and with Sawicki’s research [86], which show almost

no scattering of data in case of formant frequency shift and considerable scattering in

case of formant bandwidth and amplitude shift. Such scattering, of course, can only

result from the phoneme dependency (vocal tract configuration) rather than from the

inter-speaker variation. It is because models are not based on measurements from

e.g., X-ray pictures of the vocal tract of one speaker, rather they reflect some mean

configuration for a number of persons. Hence they are not capable of reveal any

speaker dependency. This might be paralleled to our results as it is of no importance

whether the differences in vocal tract configuration stem from the change of speaker

or change of the phoneme uttered. So, providing the models are valid — if there is no
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phoneme-based variation of a given formant property shift computed from simulated

vowels there should also be no difference among them if they are measured from

real speech signals of different divers. And vice versa, if the simulations predict any

differences, we should expect that they will also occur in real speech. Our results

show no evidence which would contradict this assumption.

In case of formant bandwidth shift, due to the large scattering of data, it is

quite difficult to detect a general trend, but we may attempt to at — least partially

— search for one. It seems that there exist two peaks: one — in the vicinity of

0.5-0.7 kHz, and the second — at about 2.7-3 kHz. The first peak grows with the

depth (at 4 fsw it is a valley in fact) while the second only slightly changes its

magnitude. This hypothesis is confirmed by the curve that was fit to the shift data

from all divers. It is in partial agreement with Modified Richards and Schafer model,

Generalised Flanagan model, Generalised Richards model and Lunde model (see

figure 2.5 on page 16), which exhibited a single peak for lower frequencies at about

400 Hz. The magnitude of the first peak is of the order resulting form those models.

Our results however contradict the predictions of those models in that, that the first

peak clearly grows with the depth. Thus we can state that our results generally

confirm qualitatively the simulations of multitube vocal tract models. They also

show that single-tube models, while generally correct with formant frequency shift

give completely erroneous results for formant bandwidth and amplitude shifts as

they predict no scattering of data as it is in fact the case.

Regarding formant amplitude shift the situation is even more difficult that in

case of bandwidths. It can hardly be said that the individual shifts exhibit a general

trend. One thing that is apparent is the dip in the shift for small frequencies that

becomes deeper with the depth (at 4 fsw it is a peak in fact). Formant amplitude

shift may be regarded, although very loosely, as inversely proportional to formant

bandwidth shift. This is in agreement with Lunde, also in regard to the magnitude

of the peak, and with entire disagreement with Sawicki.
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Figure 4.23: Comparison of polynomial fit: applied to the formant frequency shift di-
rectly with order (a) 2 and (b) 5; applied to the air-helium frequency function with li-
near scale and order (c) 2 and (d) 5; applied to the air-helium frequency function using
nonlinear frequency scale transformation with fit order 2 (e) logarithmic (decimal) and
(f) exponentially transformed by a factor 1/4

.
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Figure 4.24: Comparison of polynomial fit applied to the formant bandwidth shift with
polynomial order equal (a) 2 and (b) 5 using linear frequency scale.
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Figure 4.25: Comparison of polynomial fit applied to the formant amplitude shift with
polynomial order equal (a) 2 and (b) 5 using linear frequency scale.
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Figure 4.27: Typical results from the automatic formant tracker: (a) formant frequen-
cies, (b) formant bandwidths and (c) formant amplitudes (F1 −−−, F2 − −, F3 − · −,
F4 · · · ).
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Figure 4.28: Automatic formant estimation error as compared to the manual measure-
ments (the empty field denotes no error, the black field means that the estimated value
was too large, and gray field that it was too small) and its distribution computed using the
following analysis parameters: ny = 2048, L = 28, r = 0.98, fl = 2048, BWmax = 500.
(a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.



4.3 Results 107

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11 1 1 1 11 1 11
1
1 1

1 1 1
2
2 2 2 2 22 2 22 2

22
2 22

33 3 3 333

3
333 3 3333

44 4
4 444

4

444 4 4444

55 5 5 5 55 5 555 55 5 55
66 6 6

666 6 66 6 666
66

777 7
7 7 7 7 7 7 77 77 77

88 8
8

8
88 8 888 88 88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11
1 1 1 11 1

11 11 1 1 1 1

22

2 2
2 22

2

22
2

22 2 22

33 3 3
33

3
3 33

3
3 3

333
44 4

4 44
4 4 44

4 4 44
44

5
5 5

5
5 55 5 555 55 5 55

6
6

6 6
666 6 66 6 666

66

7
77 7 7 7 7 7 7 7 7

7
77 7788 8

8
88

8 8 888 88 88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

11 1
1

1 11
1 11 1

1 1 1 1 1
22 2 2 2

2

2 2

22 2
2

2 2 2
2

3

3 3

3 33

3

3

3

3

3

3
3

33
3

4
4 4

4 44

4

4

4

4

4

4 4

44
4

5

5 5 5

5 5

5 5

55

5 55

5 5

5

66

6 6 6

6

6 6

66 6 6

66 667

77 7
7

7

7 7 7 7 77 7

7 77

8

8 88 888 8

8
88 88 88

8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

1
1

1 1 1 1
1

1
11 11

1

1 1

1

22

2 2 2 22 2 22 2
2
2 2

2

2
3

3 3

3 3
3

3

3

3

33 3
33

3

3
44 4

4 44

4

4
444

4 4

444

5

5 5
5 5

5
5

5 555 55

5 5

56

6 6 6 66
6

6 66

6

6

6
6 6

6

7

77 7 7
7

7 7
7 7 77

77
77

8

8 88

88
8 8 8

88
88

88

8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

11 1 1
1 1

1

1

11
1

1 1 1 1
12

2
2

2 2 2

2

2

22 2 22 2

2

2
3
3 3

3 3
3

3

3

3

3

3 3 33

3

344
4

4 4
4

4

4

4

4

4
4 4

4

44
5

5 5 5

5 55
5

555

55

5 55

6

6

6 6
6
66 6

66 6 666 66777 7

7 7 7 7

7 7 7

7

77

77

8

8 88

888 8
8
8
8 88

88

8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

1

1 1 1 1

1
1

1
11

11 1 1

1

1

22

2 2
2

22 2

2
2 2 2

2 2
2

2

33 3

3 3
3
3 3

333
3 33

33
4

4 4
4 44

4 4 44

4 4 4

444

55

5 5 5
5

5
5 5

5

5 55

5 5

56

6 6 6
6
6

6

6 6

6

6

66
6

66

7

77 7

7
7

7 7 7 7

77 7
7

7

78

8 88

8

8

8
8 8

88
88 88 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

(a) (b)

Figure 4.29: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis pa-
rameters: nDFT = 2048, L = 28, r = 0.98, nFrame = 2048, BWmax = 500. (a) depth
4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.

Continued on next page



4.3 Results 108

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11

1
1

1
11

1

1
1 11

1
1 1 1

22
2

2 2
22

2
22 2 22 2 22

33
3

3

333 3
33

3

3 33

3344
4

4
44

4 4 44
4 4 4444

5
5 5

5
5

5
5

5 555 55 5 55

6
6

6 6 666 6 66 6 666
667

7
7

7
7 7 7

7 7
7 77 7

7
77

88 8
8

8

88 8 888 88 88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

1

2

3

4

5

6

7

8

1
1

1
1 1

11 1
11

11
1

1 1 1

22

2 2 2 22 2

2
2 2 22 2 22

33
3

3
3

33 3
33

3 3 3333

44
4

4
444 4

4
4
4 4 44

44

5
5 5

5

5 55 5
555 55 5 55

6
6

6 6 6
66 6 66 6 666

66

7
7

7
7 7

7 7 7
7 7 77 77 77

8
8 88

8
8

8 8 888 88
88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

1

1
1

1
1

11
1 11

11 1

1

1 1

22

2 2 2

22

2 22 2

22 2

22
3

3 3

3 333
3

3

3

3

3 3
3

33
44

4

4 4
4

4

4

4

44
4 444

45

5 5

5 5

5

5 5
55

5 55
5 5

5

6

6 6 6
6

6

6

6 66

6

666 66

7

7

7

7

7

7

7
7 7 7

77
7
7

7
7

8

8

88 8

8

8 8 88

8 8

8 8

8 8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

1

1 1 1 1 11

1 11
11 1

1
1 1

22
2 2 2

22 2
22

2 2
2 2

22

33

3 3 3

3

3
3

3
3

3 3 3

3

33
44

4

4 4

4

4

4

4

4

4

4
4

4
4

45

5

5
5

5

5

5
5 55

5 55

5 5

56

6 6 6

6

6

6

6 6
6

6

6
66

66

7

77 7

7

7

7

7

7

7 77
7

7
7
7

8

8 88
8
8

8 8 888 8

8 8
8

8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

11
1 1 1

11 1

11

11

1

1

1

1

22
2 2

2 22 2

22 2
2

2 2 2

23

3 3

3 3
33 3

333 3 33

3

3

4

4 4

4 4

4

4

4

4
44 4

4
4

44

55 5 5 5 5

5 5 5

5

5 5

5

5 5
56

6 6

6

6

6
6 6 6

6

6

666 66

7

7
7 7 7

7
7 7 7 7

77 7

7

77
8

8 88

8
8

8

8 8

88 88

88 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

1
1 1 1 1 11 1

11

11 1

1

1

1

22 2 2 2

22

2
22 2

22 2

2

2

3

3 3

3 3

33 3
33
3 3 3

3

3

3

44 4

4 4

4

4

4

4

4

4 4 44

4
4

55
5 5 5 5

5
5 55

5 5

5

5 5

56

6 6 6

6

6

6 6 6

6

6

6
6

6 6

6
7

77 7 7

7
7 7

7

7 77 7

7

7
78

8 88

8
8

8

8 88

8 88
88 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

(c) (d)

Continued from previous page



4.3 Results 109

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

i a y e

diver 1

diver 2

diver 3

diver 4

diver 5

diver 6

diver 7

diver 8

−50 −40 −30 −20 −10 0 10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

Formant frequency estimation error in %)

N
or

m
al

is
ed

 c
ou

nt

(a)

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

i a y e

diver 1

diver 2

diver 3

diver 4

diver 5

diver 6

diver 7

diver 8

−50 −40 −30 −20 −10 0 10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

Formant frequency estimation error in %)
N

or
m

al
is

ed
 c

ou
nt

(b)

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

i a y e

diver 1

diver 2

diver 3

diver 4

diver 5

diver 6

diver 7

diver 8

−50 −40 −30 −20 −10 0 10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

Formant frequency estimation error in %)

N
or

m
al

is
ed

 c
ou

nt

(c)

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

F
1

F
2

F
3

F
4

i a y e

diver 1

diver 2

diver 3

diver 4

diver 5

diver 6

diver 7

diver 8

−50 −40 −30 −20 −10 0 10 20 30 40 50
0

0.2

0.4

0.6

0.8

1

Formant frequency estimation error in %)

N
or

m
al

is
ed

 c
ou

nt

(d)

Figure 4.30: Automatic formant estimation error as compared to the manual measure-
ments (the empty field denotes no error, the black field means that the estimated value
was too large, and gray field that it was too small) and its distribution computed using the
following analysis parameters: ny = 2048, L = 30, r = 0.98, fl = 2048, BWmax = 500.
(a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.
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Figure 4.31: Automatic formant estimation error as compared to the manual measure-
ments (the empty field denotes no error, the black field means that the estimated value
was too large, and gray field that it was too small) and its distribution computed using the
following analysis parameters: ny = 2048, L = 32, r = 0.98, fl = 2048, BWmax = 500.
(a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.
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As one of the secondary goals of this thesis was to check the inter-speaker varia-

bility it should be stated that it could hardly be noticed. The scattering of formant

bandwidth and amplitude shift results from the same reason from which the formant

frequency shift variation stems i.e., from the inability of a speaker to produce a vo-

wels for a longer time with constant configuration of his or her vocal tract. As could

be seen from figure 4.27 on page 105 this variation is larger for formant amplitudes

and largest for formant bandwidths.

Additionally we have investigated the sensitivity of the algorithm to change of

analysis parameters. Table 4.1

Table 4.1: Sets of analysis parameters for automatic formant estimation that were used
to investigate the sensitivity of the algorithm (abbreviations are explained on page 100.

Set No. BWmax nFrame nDFT r L M1L M2L WL nhist

1 500 2048 2048 1.00 28 7 7 5 25

2 500 2048 2048 0.98 28 7 7 5 25

3 500 2048 2048 0.96 28 7 7 5 25

4 500 1024 2048 0.98 28 15 15 11 25

5 500 1024 2048 0.96 28 15 15 11 25

6 1000 2048 2048 0.98 28 7 7 5 25

7 1000 2048 2048 0.96 28 7 7 5 25

8 1000 1024 2048 0.98 28 15 15 11 25

9 1000 1024 2048 0.96 28 15 15 11 25

10 500 4096 2048 0.98 28 15 15 11 25

11 500 2048 2048 1.00 32 7 7 5 25

12 500 2048 2048 0.98 32 7 7 5 25

13 500 2048 2048 0.96 32 7 7 5 25

14 500 1024 2048 0.98 32 15 15 11 25

15 500 1024 2048 0.96 32 15 15 11 25

16 1000 2048 2048 0.98 32 7 7 5 25

17 1000 2048 2048 0.96 32 7 7 5 25

continued on next page
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continued from previous page

Set No. BWmax nFrame nDFT r L M1L M2L WL nhist

18 1000 1024 2048 0.98 32 15 15 11 25

19 1000 1024 2048 0.96 32 15 15 11 25

20 500 4096 2048 0.98 32 15 15 11 25

21 500 2048 2048 1.00 34 7 7 5 25

22 500 2048 2048 0.98 34 7 7 5 25

23 500 2048 2048 0.96 34 7 7 5 25

24 500 1024 2048 0.98 34 15 15 11 25

25 500 1024 2048 0.96 34 15 15 11 25

26 1000 2048 2048 0.98 34 7 7 5 25

27 1000 2048 2048 0.96 34 7 7 5 25

28 1000 1024 2048 0.98 34 15 15 11 25

29 1000 1024 2048 0.96 34 15 15 11 25

30 500 4096 2048 0.98 34 15 15 11 25

31 500 2048 2048 1.00 26 7 7 5 25

32 500 2048 2048 0.98 26 7 7 5 25

33 500 2048 2048 0.96 26 7 7 5 25

34 500 1024 2048 0.98 26 15 15 11 25

35 500 1024 2048 0.96 26 15 15 11 25

36 1000 2048 2048 0.98 26 7 7 5 25

37 1000 2048 2048 0.96 26 7 7 5 25

38 1000 1024 2048 0.98 26 15 15 11 25

39 1000 1024 2048 0.96 26 15 15 11 25

40 500 4096 2048 0.98 26 15 15 11 25

41 500 2048 2048 1.00 30 7 7 5 25

42 500 2048 2048 0.98 30 7 7 5 25

43 500 2048 2048 0.96 30 7 7 5 25

44 500 1024 2048 0.98 30 15 15 11 25

45 500 1024 2048 0.96 30 15 15 11 25

continued on next page
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continued from previous page

Set No. BWmax nFrame nDFT r L M1L M2L WL nhist

46 1000 2048 2048 0.98 30 7 7 5 25

47 1000 2048 2048 0.96 30 7 7 5 25

48 1000 1024 2048 0.98 30 15 15 11 25

49 1000 1024 2048 0.96 30 15 15 11 25

50 500 4096 2048 0.98 30 15 15 11 25

lists all the sets of parameters that were used to test the algorithm. To present

all results (including formant frequency estimation errors) we would need 150 pages,

hence we decided to present only the basic changes in parameters and how they affect

the final result that is, formant properties shifts from air to helium environment.

Only one parameter was changed at a time: double frame length: nDFT = 4096

— figure 4.32 on the next page, half frame length: nDFT = 1024 — figure 4.33 on

page 116, double maximum bandwidth allowed: BWmax = 1024 —figure 4.34 on

page 118, LP analysis order increased by 2: L = 30 — figure 4.35 on page 120, LP

analysis order increased by 4: L = 32 — figure 4.36 on page 122, LP analysis order

decreased by 2: L = 26 — figure 4.37 on page 124, LP polynomial evaluation radius:

r = 1 — figure 4.38 on page 126 and LP polynomial evaluation radius: r = 0.96 —

figure 4.39 on page 128.

As may be seen overall sensitivity is very low what is very important, as the

particular selection of analysis parameters will not have a considerable influence on

the quality of unscrambled helium speech. Particularly the algorithm showed grea-

test sensitivity to the LP analysis order what is not advantageous as this parameter

is quite difficult to be properly selected, especially for helium speech analysis. Low

LP polynomial evaluation radius (see figure 4.39) also had an impact on one of the

formant frequency normalisation functions eventually causing it to reverse the trend

at 850 fsw, though it was an isolated case.
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Figure 4.32: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis pa-
rameters: nDFT = 2048, L = 28, r = 0.98, nFrame = 4096, BWmax = 500. (a) depth
4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.
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Figure 4.33: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis pa-
rameters: nDFT = 2048, L = 28, r = 0.98, nFrame = 1024, BWmax = 500. (a) depth
4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.

Continued on next page



4.3 Results 117

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11

1
1 1

11
1

1
1 11

1
1 1 1

22
2

2 2
22

2
22 2 22 2 22

33
3

3

333 3
33

3

3 33

33
44 4

4
44

4 4 44
4 4 4444

5
5 5

5
5 55 5 555 55 5 55

6
6

6 6 666 6 66 6 666
667

7
7

7
7 7 7

7 7
7 77 7

7
77

88 8
8

8
88 8 888 88 88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

1

2

3

4

5

6

7

8

1
1

1 1 1
11 1

1
1 11

1 1 1 1

22

2 2 2 22 2

2
2 2 22 2 22

33
3

3
3

33 3
33
3 3 3333

44
4

4
444 4

4
4
4 4 44

44

5
5

5
5

5 55 5
555 55 5 55

6
6

6 6 6
66 6 66 6 666

66

7
7

7
7 7

7 7 7
7 7 77 77 77

88 88

8
8

8 8 888 88
88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

1

1
1

1
1

11

1 11
11 1

1

1 1

22

2 2 2

22

2 22 2

2

2 2

22
3

3 3

3 3
3
3

3
3

3

3 3 3

3

3

3
44

4

4 4
4

4

4

4

4

4 4 4

4

445

5 5

5 5

5

5 5

55

5 55
5 5

5

6

6 6 6
6

6

6
6 66

6

6
66

66

7

7

7

7

7

7

7
7 7 7

77 7
7

7

7
8

8

88 8

8

8 8 88

8 8

8 8

8 8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

1

1 1 1
1 11 1

11
11

1

1
1 1

22
2 2 2

22 2
22 2 2

2 2 2

2

33

3 3 3

3

3

3

3
3

3 3 3

3

33
44 4

4 4

4

4

4

4

4

4

4 4

444

5

5

5
5

5

5

5
5

5
55 55

5 5

56

6 6 6

6

6

6

6 6
6

6

6
66

66

7

77
7

7
7

7

7

7

7 77

7

7

7

7

8

8 88
8

8

8 8 888 8

8 8

8
8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

1
1 1 1 1

11 1
11 11

1

1

1 1

22
2 2

2 22 2

22
2 2

2 2 2

2

3

3 3

3 3
33 3

333
3 3

3

3

3

4

4 4

4 4

4

4

4

4

4

4

4 4

4

4
4

55 5 5 5 5

5 5 55

5 5

5

5 5

5
6

6 6

6

6

66 6 6

6

6

666
66

7

7
7 7 7

7 7 7 7 7
77 7

7

7

7

8

8 88

8
8

8

8 8

88 88

88 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

1
1 1 1 1

11 1
1

1 1
1

1

1

1
1

22 2 2 2

2
2

2 22 2

22 2
2

2

3

3 3

3 3
33 3

333 3 3

3

3

3

44 4

4 4

4
4

4
4

4

4 4 4
4

4

4

55

5 5 5

55 5 5
5
5 5

5
5 5

56

6 6 6

6

6

6 6 6

6

6

6
6

6 66

7
7

7 7 7

7
7

7

7

7

77 7

7

7

7
8

8 88

8
8

8

8 8

88 88

8
8 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

(c) (d)

Continued from previous page



4.3 Results 118

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11 1 1 1 11 1 11
1
1 1

1 1 1
2
2 2 2 2 22 2 22 2

22
2 22

33 3 3 333

3
333 3

3333
44 4

4 444

4

444 4 4444

55 5 5 5 55 5 555 55 5 55
66 6 6

666 6 66 6 666
66

777 7
7 7 7 7 7 7 77 77 77

88 8
8

8
88 8 888 88 88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11
1 1 1 11 1

11 11 1 1 1 1

22

2 2
2 22

2

22
2

22 2 22

33 3 3
33

3
3 33

3
3 33

33
44 4

4 44
4 4 44

4 4 44
44

5
5 5

5
5 55 5 555 55 5 55

6
6

6 6
666 6 66 6 666

66

7
77 7 7 7 7 7 7 7 7

7
77 7788 8

8
88

8 8 888 88
88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

11 1
1

1 11
1 11 1

1

1

1 1
1

22 2 2 2
2

2 2

22 2

22

2 2
2

3

3 3

3 33

3

3

3

33 3
3

33

3

4
4 4

4 44

4

4

4

4

4

4

4

44

4

5

5 5 5

5 5

5 5

55

5 55

5 5

5

66

6 6 6

6

6 6

66 6 6

66 667

77 7
7

7

7 7 7 7 77 7

7 77

8

8 88 888 8

8
88 88

8
8

8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

1
1

1 1 1 1

1

1

11 11

1

1 1

1

22

2 2 2 22 2 22
2

2

2 2

2

2
3

3 3

3 3
3

3

3

3

33 3
33

3

3
44 4

4 44

4

4
444

4 4

444

5

5 5
5 5

5
5

5 555 55

5 5

56

6 6 6 66
6

6 66
6

6

6
6 6

6

7

77 7 7
7

7 7
7 7 7

7 7
7 7

7

8

8 88

88
8 8 8

88 88
88

8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

11 1 1
1 1

1

1

11

1

1 1 1 1
12

2
2

2 2 2

2

2

22 2 22 2
2

2
3
3 3

3 3
3

3

3

3

3

3 3 3
3

3

344
4

4 4
4

4

4

4

4

4
4 4

4

4
4

5

5 5 5

5 55
5

555

55

5 55

6

6

6 6
6
66 6

66 6 666 66777 7

7 7 7 7

7 7 7

7
77

77

8

8 88

888 8
8
8
8 88

88

8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

1

1 1 1 1

1
1

1 11
11 1 1

1

1

22

2 2
2

22 2

2
2 2 2

2 2 2

2

33 3

3 3
3

3 3 333
3 33

3
3

4

4 4
4 44

4 4 44

4 4 4

4
44

55

5 5 5
5

5
5 5

5
5 55

5 5

56

6 6 6
6
6

6

6 6

6

6

6

6

6
66

7

77 7

7
7

7 7 7 7

77 7
7

778

8 88

8

8

8
8 8

88
8

8
88 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

(a) (b)

Figure 4.34: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis pa-
rameters: nDFT = 2048, L = 28, r = 0.98, nFrame = 2048, BWmax = 1000. (a) depth
4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.
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Figure 4.35: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis pa-
rameters: nDFT = 2048, L = 30, r = 0.98, nFrame = 2048, BWmax = 500. (a) depth
4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.

Continued on next page



4.3 Results 121

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11

1
1

1
11

1

1
1 11

1
1 1 1

22
2

2 2
22

2
22 2 22 2 22

33
3

3

333 3
33

3

3 3333

44 4
4

44
4 4 44

4
4

4444

5
5 5

5
5

5
5

5
555

5
5 5 55

66

6 6 666 6 66 6 666
667

7
7

7
7 7 7

7 7
7 77 7

7
77

88 88

8
88 8 888 8

8
88

8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

1

2

3

4

5

6

7

8

1
1

1
1 1 11 1

11 11
1

1 1 1

22

2 2 2 22 2

2

2 2 22 2 22

33 3
3

3

33 3
33

3 3 3333

4
4

4
4

44
4 4

44
4 4 44

44

5
5

5
5

5 55 5
555 55 5 55

6
6

6 6 6
66 6 66 6 666

66

7
7

7
7 7

7 7 7
7 7 7

7
77 77

88 88

8
8

8 8 888 88
88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

1
1 1 1

1
11

1 11

11 1

1

1 1

22

2 2 2

22
2 22 2

2
2 2

2
2

3

3 3

3 3
3
3

3

3

33 3
3

3

33
44

4
4 4

4

4

4

4

44 4
44

4
45

5

5
5

5

5
5

5
55

5
5
5 5

5
56

6 6 6
6

6

6

6 66

6

666
66

7

7

7

7

7 7

7 7 7 7 77

7
7

7

7

8

8 88
8

8

8 8 88

8

8
8

88 8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

1

1
1

1
1 11

1 11
11

1

1
1 1

22 2
2 2

22 2 22
2 22

2

2

2

33 3

3

3

3

3

3

33

3 3 3

3

33
44

4
4 4

4

4

4

44
4

4 4

4
4

45

5

5

5

5 5

5

5
5
5
5

55

5 5

56

6 6 6 66

6

6 6
6

6

666

66

7

77 7

7
7

7

7

7

7 77 7

7
7
7

8

8 88
8

8

8 8 888 8
8 8

8
8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

11
1 1 1

11 1

11
11

1

1

1
1

22
2 2

2 22 2

22 2
2

2 2 2

2
3

3 3

3 3

33 3

33

3 3 3
3

3

3

4

4 4

4 4

4

4

4

4

4

4

4 4

4

4
4

55
5 5

5 5

5 5 5

5
5 5

5

5 5

56

6 6

6
6
6
6 6 6

6

6

666 66

7

7
7 7 7

7 7 7 7 7
77 7

7

77
8

8 88

8
8

8
8 88

8 8
8

8

8 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

11 1

1 1

11 1

11

11 1

1

1

1

22

2 2 2

22

2

22 2

22 2
2

2
3

3 3

3 3
33 3

33
3 3 3

3

3

3

44 4

4 4

4
4

4
4

4

4 4 4

444

5

5 5
5

5 5

5 5 55

5 55
5 5

56

6 6 6

6

6

6 6
6

6

6

6
6

6 6

6
7
7

7 7 7

7
7 7

7
7

77 7

7

7
78

8 88

88

8

8
88

8 88

88 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

(c) (d)

Continued from previous page



4.3 Results 122

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11 1 1 1 11 1 11 11
1

1 1 1
2
2 2 2 2 22 2 22 2 22 2 22
33 3 3 333 3 333 3 3333
44 4

4 444

4

444 4 4444
55 5 5 5 55 5 555 55 5 55
66 6 6 666 6 66 6 666 66
777 7 7 7 7 7 7 7 77 77 77
88 8

8
888

8 888 88 88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

1

2

3

4

5

6

7

8

11

1 1 1 11 1
11 11 1 1 1 1

22

2
2

2 22
2

22
2

22 2 22

33 3 3
33

3
3 33

3
3 3333

44 4
4 44

4 4 44
4 4 44

44

5
5 5

5
5 55 5 555 55 5 55

66
6 6

666 6 66 6 666
66

7
77 7 7 7 7 7 7 7 7

7
77 7788 8

8
88

8 8 888 88
88 8

F
air

 in kHz

F
or

m
an

t f
re

qu
en

cy
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

11 1
1

1
1
1 1 1

1 11
1

1
1

1
22 2 2 2 2

2 2

22

2 22
2 2

2
33 3

3 33

3

3

3

3

3 3 3

3

33

44 4
4 44

4

4

444

4 444

4

55 5 5

5 5

5 5 555
5
5

5 5

5

66

6 6 6

6

6 6

66 6 6

66 66
7
77 7 7

7

7 7
7

7
77

77 7
7

8

8 88

888 8 888 88 88
8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
0

2

4

6

8

10

11

1 1 1 1
1

1

11 1

1

1
1 1

1

22

2 2 2
22 2 22 2 22

2 2
23

3 3

3 3
3

3

3 333
3 33

3

3
4

4 4

4 44

4

4
44

4 4

4444

5
5

5 5 5
5
5

5 555 5

5
5 5

5
6

6 6 6

6

6

6

6 66 6 666 6
6

7

77
7

7 7

7 7
7 7 77

77 77

8
8

88 8
8

8 8 8
88 8

8 88

8

F
air

 in kHz

F
or

m
an

t b
an

dw
id

th
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

11
1 1

1 1

1
1

11

1

1 1 1
1

12

2 2
2 2 2

2

2 2

2 2 2

2
2 2

2
3
3 3

3 3
3

3

3

3

3

3 3 3
3

3

3

44

4

4 4

4

4

4

4

4

4
4 4

4

44
5
5 5 5

5 55
5

5
5
5 55

5 55

6
6

6 6 666 6
66 6

66
6 66

777

7

7 7 7 7

7 7 77

77 77

8

8 88
8
88 8 888 88

88

8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

0 1 2 3 4
−30

−20

−10

0

10

20

1

1 1 1
1

1
1

1
11 1

1 1 1

1

1

22
2 2

2

2

2 2

22 2
2
2 2 2

2

3
3 3

3 3
3

3 3 3
33 3 33

33
4

4 4
4 44

4
4

4
4

4
4 4

44

4

55

5 5 5
5
5

5 55

5 5

5

5 5

56

6 6 6 66

6

6 6

6

6

6
6

6
66

7

77
7

7 7

7 7 7 7

7
7 7

7

778

8 88

8

8

8
8 8

88 8

8

8
8 8

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

(a) (b)

Figure 4.36: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis pa-
rameters: nDFT = 2048, L = 32, r = 0.98, nFrame = 2048, BWmax = 500. (a) depth
4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.
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Figure 4.37: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis pa-
rameters: nDFT = 2048, L = 26, r = 0.98, nFrame = 2048, BWmax = 500. (a) depth
4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.
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Figure 4.38: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis para-
meters: nDFT = 2048, L = 28, r = 1, nFrame = 2048, BWmax = 500. (a) depth 4 fsw,
(b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.
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Figure 4.39: Spectral normalisation functions for formant frequencies, bandwidths and
amplitudes (the thick line is the mean value) computed using the following analysis pa-
rameters: nDFT = 2048, L = 28, r = 0.96, nFrame = 2048, BWmax = 500. (a) depth
4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth 1000 fsw.
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The results obtained in our experiments should also be necessarily compared

to the models described in the chapter 2. Figures 4.40, 4.41 and 4.44 compare

formant frequency shift — which is most the reliable indicator — resulting from

the automatic analysis to the Fant and Lindquist, Lunde’s and to Sawicki’s models

respectively. Bandwidth and amplitude shifts are compared to both: Sawicki’s and

Lunde’s models (figures: 4.42 and 4.43 and 4.45, 4.46 respectively). All figures

compare the mean normalisation functions computed by our automatic algorithm

so that all figures remain clear.

Regarding formant frequency shift the compared models are generally close to

the experimental results, they do not however exactly predict the changes in formant

frequency shift. All models, whose predictions are quite similar tend to overestimate

the nonlinear contribution to the shift. Unexpectedly, Fant and Lindquist model

seems to be most appropriate as it predicts the smallest nonlinearity. While for all

depths the linear contribution predicted from the models is with agreement with

our experimental results, it is largely overestimated for the depth of 400 fsw. We

have no explanation for this. One source of error would be the miscalculation inside

the model, which (after double-checking the results) is rather improbable, especially

in case when the results for all other depths generally agree. The other source of

error would be different composition of the breathing mixture. However the required

partial pressure that would be needed to fit the model predictions would be 200%

which is simply impossible, as the diver would be killed in such conditions. The

most probable explanation would be that it was a different depth in fact. Though

all the information we were given [63] and also the labeling of the tapes stand firmly

for 400 fsw. So it seems that all models break here and this situation necessitate

for more experimental data at denser depth spacing to observe the behaviour of

the formant frequency shift as a function of depth. At 4 fsw, there is practically

no error, most probably resulting from the fact that the influence of the nonlinear

factor is negligible at this depth.

Considering the formant bandwidth shift, our normalisation functions considera-

bly deviate from what can be predicted from Lunde’s model. The peak has in fact

much lower amplitude and it occurs for higher frequencies. The mean value is com-
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Figure 4.40: Formant frequency shift: comparison of results from the automatic algo-
rithm with Fant and Lindquist’s model. The analysis parameters were: ny = 2048, L = 28,
r = 0.98, fl = 2048, BWmax = 500. (a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw,
(d) depth 1000 fsw.

parable. Sawicki’s model predicts no peaks and the mean values are similar to those

obtained in this work for 4 and 400 fsw, while it seems that the model should give

larger shift in the lower frequency region (< 1.5 kHz) for 850 and 1000 fsw. Sawicki’s

as well as Lunde’s model predicts smaller nonlinear contribution in this range with

growing depth, while from our results it seem that is in fact the opposite.

Formant amplitude shift is generally overestimated by Lunde’s model by appro-

ximately 5 dB , though it agrees in that it predicts a decrease in the shift for lower

frequencies. On the other hand the formant amplitude shift is almost depth inde-

pendent and is clearly underestimated by Sawicki’s model by about 10 dB. It also

reveals a small dip for lower frequencies.

The pitch changes that we observed in divers is depicted in table 4.2. As expected

the shift is highly unpredictable. None of the divers exhibit a continuous pitch

increase or decrease with the depth. What’s more half of the divers occasionally

have smaller pitch in helium environment that in the air and even — what has never

been reported before for large depths as is the case of diver 3 and 8.
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Figure 4.41: Formant frequency shift: comparison of results from the automatic algo-
rithm with Lunde’s model. The analysis parameters were: ny = 2048, L = 28, r = 0.98,
fl = 2048, BWmax = 500. (a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth
1000 fsw.
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Figure 4.42: Formant bandwidth shift: comparison of results from the automatic algo-
rithm with Lunde’s model. The analysis parameters were: ny = 2048, L = 28, r = 0.98,
fl = 2048, BWmax = 500. (a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth
1000 fsw.



4.3 Results 133

0 1 2 3 4
−20

−15

−10

−5

0

5

10

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

0 1 2 3 4
−20

−15

−10

−5

0

5

10

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

(a) (b)

0 1 2 3 4
−20

−15

−10

−5

0

5

10

F
air

 in kHz

F
or

m
an

t a
m

pl
itu

de
 s

hi
ft

0 1 2 3 4
−20

−15

−10

−5

0

5

10

F
air

 in kHz
F

or
m

an
t a

m
pl

itu
de

 s
hi

ft

(c) (d)

Figure 4.43: Formant amplitude shift: comparison of results from the automatic algo-
rithm with Lunde’s model. The analysis parameters were: ny = 2048, L = 28, r = 0.98,
fl = 2048, BWmax = 500. (a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth
1000 fsw.
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Figure 4.44: Formant frequency shift: comparison of results from the automatic algo-
rithm with Sawicki’s model. The analysis parameters were: ny = 2048, L = 28, r = 0.98,
fl = 2048, BWmax = 500. (a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth
1000 fsw.
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Figure 4.45: Formant bandwidth shift: comparison of results from the automatic algo-
rithm with Sawicki’s model. The analysis parameters were: ny = 2048, L = 28, r = 0.98,
fl = 2048, BWmax = 500. (a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth
1000 fsw.

Diver Depth in fsw

4 400 850 1000

1 46 27 50 48

2 19 0 22 7

3 -6 -2 -5 9

4 26 5 12 12

5 -13 -2 14 4

6 -2 6 8 6

7 8 12 35 15

8 5 -21 -3 -3

Table 4.2: Mean pitch shift in [ % ].
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Figure 4.46: Formant amplitude shift: comparison of results from the automatic algo-
rithm with Sawicki’s model. The analysis parameters were: ny = 2048, L = 28, r = 0.98,
fl = 2048, BWmax = 500. (a) depth 4 fsw, (b) depth 400 fsw, (c) depth 850 fsw, (d) depth
1000 fsw.

To process helium speech using the normalisation functions that we computed

we require a speech processing algorithm that is capable of performing independent

manipulation of pitch and formant frequencies, amplitudes and bandwidths. None

of the existing algorithms meets this requirements. Richard’s algorithm allows only

for correcting the formant frequencies and amplitudes (with implicit correction of

formant bandwidths according to equation 2.5) and Lunde’s method is capable of

modifying formant frequencies and bandwidths (with implicit correction of amplitu-

des which is inversely proportional to formant bandwidth correction). Therefore it

was necessary to design an algorithm that would be able to perform the modificati-

ons we require. We decided to investigate if the modification of existing algorithms

may bring satisfactory results.

Richards’ helium speech unscrambling method is based on the short-time Fourier

transform. Amplitude modification may be easily performed by merely adding the

amplitude normalisation function (in dB) to the log magnitude spectrum or equi-

valently by multiplying the magnitude spectrum by the normalisation function (in

linear scale) prior to performing IDFT. Of course the first DFT sample must not be
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changed as to retain the constant contribution from inverse DFT.

The bandwidth reduction may be applied by performing the LP analysis of the

unscrambled frame. The direct use of bandwidth normalisation function would be

not adequate as Richards’ algorithm changes formant bandwidths according to equa-

tion 2.5. Thus the bandwidth correction function has to be adjusted accordingly.

Pitch transformation could be employed by means of time-scaling the speech

signal using the phase vocoder [69] which is in fact the system used by Richards. If

the speech signal sampled at Fs is time-scaled by the factor β (β > 1 means time

compression and β < 1 means time expansion) and then played back at βFs the pitch

will be changed by 1/β. Unfortunately such approach alters not only the pitch but

also the short-term spectral envelope of X(n, ω) hence also all formant locations will

move by 1/β along the frequency axis. To prevent this we may note that the spectral

envelope corresponds to the frequency response of the vocal tract filter derived from

LP analysis [53]. Given this spectral envelope estimate it is possible to alter the

short-time spectrum in such a manner that fundamental frequency is changed while

the formant structure remains intact [88]. As the LP analysis is performed to allow

bandwidth reduction this procedure may be conveniently built into the Richards’

algorithm without additional computational load.

We compared the helium speech unscrambled using the described system to the

one obtained from Richard’s method. Although ours is generally more clear and

closer to the speech produced in the air it has a distinct reverberant characteristic

which highly impairs the final quality of the normalised helium speech. This effect

has been previously reported in literature [76, pages 250–276] but it was expected

that it my be eliminated by carefully choosing the analysis/synthesis parameters

to avoid the time-aliasing resulting from the frequency domain modifications of

speech. To this end we zero-padded each speech frame prior to computing the DFT

so that results from the modification might be accommodated. Despite the effort,

pitch shifted speech still remained reverberant which showed that it is the spectral

modification itself that introduces the reverberant quality of speech. The additional

lowering of pitch by β implies lowering of the sampling frequency also by β hence

further degrading the resulting speech by limiting its effective frequency band. From
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these reasons we decided to resign from unscrambling helium speech using modified

Richards’ algorithm.

Another approach we employed was to modify the RELPUN algorithm so that it

would be capable of changing formant amplitudes and pitch. The first modification

may be performed in the frequency domain by means of DFT or in the time domain

by designing a filter that would have the desired frequency response (e.g. using

the Parks-McClellan optimal filter design procedure [39]). Experiments revealed

that none of them is necessary as the implicit amplitude modification performed

by RELPUN gives satisfactory results. The pitch modification may be achieved by

resampling the residual signal by factor other than is used during sampling frequency

conversion. Particularly if we wish to lower the pitch, which is usually the case, we

have to resample the error signal by a factor smaller than used for sampling frequency

modification. In this way we effectively make the frame longer which may lead to

time aliasing with neighbouring frames. This effect may be partially alleviated by

windowing the frame so it will have such a length as it were not modified. Raising the

pitch is an analogous procedure, but the frame is shortened in this case. This poses

no problems as long as the frame overlap suffice to maintain the signal continuity.

It may be necessary to increase the overlap if large pitch shifts are required.

Finally we processed helium speech vowels (and additionally short sentences)

using slightly modified Richards’ algorithm with changed Fwo from 380 Hz to 204 Hz

which is a correct value, slightly modified Lunde’s RELPUN algorithm with decima-

tion filter applied, and modified RELPUN algorithm with formant amplitude and

bandwidth shifts computed in this work. The resulting sound files are contained on

the accompanying CDROM (see appendix A for details).

The formal auditory evaluation (such as word intelligibility test using Griffiths

lists) of our helium speech normalisation system was unfortunately not possible.

This is due to the fact that all recordings were made in English and were not able to

found a group of native speakers on which such tests could be performed. However it

is still possible to compare formant properties of vowels unscrambled using all three

methods. We decided to constrain ourselves to comparison of formant frequencies

as those are the most reliable ones. To this end we measured first four formant
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frequencies of all vowels. Although it was over 1500 measurements we decided

to perform them all by hand to allow maximum accuracy and reliability of the

comparison. The results are presented in figures 4.47, 4.48 and 4.49.

It is clear that all methods failed to properly correct the formant locations, espe-

cially for lower formants. The center of gravity of error distribution is consistently

at 0% for our method, except for 1000 fsw. Richards’ method tended to shift the for-

mant frequencies too much, especially at 400 fsw, while Lunde’s algorithm generally

shifted the formant frequencies too little, except for 400 fsw. The problems with

correct estimation of the formant frequency shift using FLF and Lunde’s formula at

400 fsw was discussed previously, and this test confirmed that.

Additionally careful informal listening test of short sentences showed that the

clarity and naturalness of helium speech unscrambled using RELPUN algorithm

and Richard’s method vary from speaker to speaker, while the speech unscrambled

method does not show such variability.

The main remaining problem is that helium speech corrected using all methods

retained am apparent nasal quality. As this is usually ascribed to formant bandwidth

broadening we experimented by applying arbitrarily shift values, but the results were

not better. The other suggested source of the subjective nasal quality of speech is

the ration of the first and second formant frequencies [22]. This might be probably

the case if we consider that the error of formant frequencies after unscrambling was

largest for lower frequencies which were generally shifted too little by all algorithms.

If it was not true it would seemed then that there exist in helium speech some other

phenomenon which can not be accounted for by simply investigating the formant

properties of normal and helium speech. To allow for correct unscrambling this

factor has to be found and quantitatively described.

The experimental pitch corrected helium speech shows that it is a desired feature

of the proper helium speech normalisation system. However the results obtained are

far from ideal and there is a need for high quality pitch modification algorithm that

would not deteriorate for low-quality helium speech.
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Figure 4.47: Formant error of helium speech vowels unscrambled using Lunde’s method
and its distribution. All measurements performed by hand.
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Figure 4.48: Formant error of helium speech vowels unscrambled using Richards’ method
and its distribution. All measurements performed by hand.
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Figure 4.49: Formant error of helium speech vowels unscrambled using our method and
its distribution. All measurements performed by hand.



Chapter 5

Conclusions

5.1 Major results and discussion

1. The results we obtained show that it was possible to design a system that

would calculate the spectral normalisation functions for formant frequencies,

bandwidths and amplitudes and also fundamental frequency correction factor,

individually for each speaker, based solely on the normal and helium freefield

speech signal obtained from the same diver speaking the same material in the

air at the surface and then in the helium-oxygen mixture under pressure that

would perform all the necessary computation in a fully automatic way. As de-

sired it was not necessary for the system to require any additional information

about breathing mixture physio-chemical parameters. In this way the purpose

of the thesis has been achieved.

2. Our results are in general agreement with the models developed by other

researchers, but are not exactly the same thus showing that those models

do not completely describe the helium speech phenomena and better models

have to be built in the future to allow for proper helium speech unscrambling.

3. It has been shown that formant frequencies, bandwidths and amplitudes of

helium speech are distorted nonlinearly and what’s more — they are distorted

differently. A single formula e.g. Fant and Lindquist formula is not capable
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of restoring all formant properties of helium speech back to normal. This

confirms the theoretical results of Richards [77] and Lunde [50].

4. Formant bandwidth shift has been found to range between 1 and 5 confirming

the theoretical results of Lunde [50], additionally showing that another peak

should be expected in the range of 2.7-3 kHz. Our results reveal, that in the

contrary to what models predict the magnitude of the low-frequency peak of

formant bandwidth shift becomes larger with the depth.

5. The sensitivity of the algorithm to the change of analysis parameters is very

low. This shows efficiency of the several built-in correction procedures. There

is still, however, room for improvements. Particularly the algorithm showed

greatest sensitivity to the LP analysis order and the LP polynomial evaluation

radius (see figure 4.39).

6. Better experimental results would have been obtained if the divers had been

well trained phonetically. This would have ensured high level of repeatability of

the vocal tract configurations during articulation of different sounds regardless

of the divers hearing their distorted voices. This is especially desirable in

regard to formant bandwidths.

7. A speech processing algorithm is required that is able to independently mo-

dify formant frequencies, bandwidths and amplitudes retaining high quality of

helium speech. Both: Richards’ and Lunde’s algorithms give not satisfactory

results.

8. In contrast to the models our normalisation functions contain also information

about distortion introduced by the communication channel as a whole which

may lead to the differences (e.g. at 400 fsw), but it should eventually lead to

better unscrambling results, provided the normalisation functions are updated

each time any changes are made to the diver communication system.

9. The algorithm we developed works regardless of the environment in which

the distorted speech is produced. It may, therefore, be applicable to other
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problems where formant distortion (or its equivalent) is present. For example

it may work as a speaker normalisation front-end to a formant based speech

recognition system. Such systems generally score better if they are speaker

dependent i.e., they are trained for the specific speakers. The procedure of

speaker enrollment would be highly simplified if the system was trained for

one speaker and the front end would adapt new speaker to that for which

the system is trained. It would also ease the development of the recognition

algorithm, as it would require training for one speaker only.

10. Although we wished to keep all the analysis parameters equal for helium and

normal speech to make the whole system as “elegant” as possible the difference

between the spectral characteristic of both signals made the task unfortunately

unrealisable in practice. Though, what is very important we managed to keep

the analysis parameters for helium speech constant for all depths.

11. Helium speech corrected using all methods retained a nasal quality. Arbitral

changes of formant bandwidth normalisation functions did not eliminated this

which suggest that the formant ratios of F1 and F2 were still not corrected

properly or there exist in helium speech some other phenomenon which can

not be accounted for by investigating the formant properties. To allow for

correct unscrambling this factor has to be found and quantitatively described.

It is also very likely that it could be eliminated using the VQ system previously

described.

12. The experimental pitch corrected helium speech shows that it is a desired

feature of the proper helium speech normalisation system and that there is a

need for high quality pitch modification algorithm that would not deteriorate

for low-quality helium speech.

5.2 Suggestions for future research

1. Assuming that the bandwidth of a pole that is assigned to be a formant is equal

the bandwidth of the formant seems to be not entirely satisfactory. There is
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a need for a reliable algorithm of formant bandwidth computation.

2. Lunde reported large differences in formant bandwidth shift depending on

the vowel uttered. The solution he suggested was the following: “Bandwidth

correction on individual phoneme basis would, of course, be the best, but

since this is impossible, the bandwidths should be corrected on an average

shift basis” [50, page 237] (see section 2.1.2).

Such “bandwidth correction on individual phoneme basis (. . . )” is in fact

possible, but would require some sort of speech recognition i.e. a look-up table

of normal speech spectra and corresponding helium speech spectra would be

needed. Such algorithm would probably have to be trained for each diver

separately and it seems that an LP based vector quantiser (VQ) with a code-

book prepared for each diver would probably give satisfactory results.

3. Closing the acoustical feedback loop may help to sound more natural. As the

unscrambler does the most of the work a small part my be performed by the

diver. However the processing delay may not be arbitrarily long. If it exceeds

the “Haas-effect” limit i.e., diver’s unscrambled speech arrives too late at his

ears, it is impossible to speak continuously and he begins to stutter. To this

end it is necessary to construct a hardware unscrambler that would work in

real time and test it under operational conditions.

4. Our algorithm was trained and tested on helium speech with reasonable SNR

level. It would be interesting to investigate its performance for noisy helium

speech produced in diving masks. Presumably the performance would drop.

In our opinion it could be improved by employing the VQ system described in

suggestion 2.
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Formant bandwidth

In this appendix we present the analytical expressions for formant bandwidth

that were used to compute the formant bandwidth shifts shown in figure 2.5. Those

were:

Lunde bandwidth formula [50, equation 3.3.14 on page 111]:

σn =
kr

1 − kgkr

[
σg +

(
1 −

(
ωw

ω

)2)(
σr + σv

(
2 − kg − 1

kr

))
+

(σh + σw)

(
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1
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)]
, n = 1, 2, . . . (A.1)

Generalised Flanagan bandwidth formula [50, equation 3.3.3 on page 108]:

σn =
kr√

1 −
(

ωw

ωn

)2

+ kg

(σv + σh + σw + σg + σr) (A.2)

Modified Richards and Schafer bandwidth formula [50, equation 3.3.12 on page 111]:
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Generalised Richards bandwidth formula [50, equation 3.3.6 on page 109]:
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1
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Formant bandwidth shift was simply computed as:

σnhe

σnair
=

σn

∣∣
ω=ωnhe

σn

∣∣
ω=ωnair

(A.5)

The following expressions were used to compute formant bandwidths:

ωw =
1√

CaLw

, (A.6)

which is approximately equal to closed vocal tract resonance frequency ωct and the

terms that contribute to formant bandwidth are:

σv =
Ra

2La
— from viscous losses, (A.7)

σh =
Ga

2Ca
— from thermal losses, (A.8)

σw =
Gw

2Ca
— from wall vibration losses, (A.9)

σg =
Rg

Lg
kg — from glottal load, (A.10)

σr =
Rr

ltLa

— from freefield lip radiation losses. (A.11)

where
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2
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(A.15)

Gw(ω) =
rwSt

r2
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(A.16)

Lw(ω) =
r2
w + ω2l2w
ω2lwSt

(A.17)
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θr, θr = 1 − J1(2ωap/c)
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(A.18)
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Lg =
ρdg
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(A.20)
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kg(ω) =
ρc2Lg

Vt(R2
g + ω2L2

g)
(A.21)

(A.22)

The lip radiation correction factor kr is frequency independent and is in the range

0.92 through 1.0 with the typical value of 0.94.

The following vocal tract values were used [50, Appendices, page 60]:

length of the vocal tract lt = 17.5cm,

radius of the vocal tract rt = 1.26cm,

cross-sectional area of the vocal tract Ago = πr2
t = 5mm,

volume of the vocal tract Vt = Atlt,

circumference of the vocal tract St = 2πrt,

cross-sectional area of the mouth opening Ap = At,

length of the glottis lg = 18mm,

width of the glottis wg = 0.28mm,

thickness of the glottis dg = 3mm,

cross-sectional area of the glottis Ago = lgwg = 5mm,

subglottal pressure Pso = 785Pa,

specific wall resistance rw = 6500kg/m2s,

specific wall impedance lw = 13.8kg/m2s.

The physical gas parameters that were used for computations are shown in ta-

ble A.1 (after [50, Appendices, page 59]). The adiabatic constant γ, the gas density

ρ and the sound velocity c were computed as follows [50, Appendices, page 58]:

γ = Cp/Cv (A.23)
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ρ = ρ0
p

p0
(A.24)

p = p0(1 + 0.0994d) (A.25)

c =

√
γp

ρ
=

√
γp0

ρ0
(ideal gas) (A.26)

where D is the depth in msw, p is the ambient pressure at 1 ATA and p0 = 1 ATA

= 1.013 Pa.

For a given gas mixture its physical parameters were computed from those of the

gases of which the mixtures was comprised [50, Appendices, page 57-58]:

Cv =
∑

i

piCvi
(A.27)

Cp =
∑

i

piCpi
(A.28)

ρ00 =
∑

i

piρ00i
(A.29)

ρ0 = ρ00
273.16

T [K]
(A.30)

K =

∑
i

piKiM
1/3
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i

piM
1/3
i

(A.31)

µ =

∑
i

piµiM
1/2
i∑

i

piM
1/2
i

(A.32)

where pi is the volume fraction, Cvi
and Cpi

are the specific heats at constant

volume and constant pressure respectively, Ki and µi are the coefficients of thermal

conductivity and viscosity and Mi is the molecular weight of the i-th gas component.

T is the absolute temperature and ρ00 is the ambient density at 1 ATA and 0oC.

The sum runs over all gas components contained in the mixture.
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Cp Cv ρ00 K µ M

Gas
J · 103

kg · K

J · 103

kg · K
kg/m3 W · oC

m2
Pa · sec · 10−6 kg/mole

(25oC) (25oC) (0oC) (27oC)

Air 1.01 0.71 1.2929 0.0260 18.27 (18oC) 28.964

He 5.19 3.12 0.1785 0.1508 19.41 (20oC) 4.003

O2 0.92 0.66 1.4290 0.0266 20.18 (19oC) 31.999

Table A.1: Selected physical parameters of air and heliox components. All values at
1 ATA pressure.
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Contents of the accompanying

CDROM

This is appendix explains the naming conventions of the sound files of normal

and helium speech, both raw and unscrambled that were put on the CDROM that

accompanies this thesis.

Generally there are two types of files recorded. The first type contains four

American vowels: i, a, y and Ç. The second contains short sentences. Original

recordings are named as Vowelspp and Airpp for pre- and postemphasised normal

speech and Vowels and Heliox for helium speech respectively.

The processed files are named according to the unscrambling method used:

Lunde, Richards or Podhorski. Files denoted by PodhorskiP result from the ex-

perimental version of Podhorski normalisation with pitch correction. If the file

contains only vowels the name of the unscrambling method is preceded by the let-

ter V. The first digit in the file name is the diver number. The subdirectory name

denotes the depth in fsw.
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Examples:

1Airpp.wav

| |

| |-------------- pre- and postemphasised normal speech

| (short sentences)

|

|------------------ diver number 1

2Heliox.wav

| |

| |-------------- original recordings of helium speech

|

|------------------ diver number 2

1VLunde.wav

|| |

|| |-------------- helium speech unscrambled using Lunde’s method

||

||----------------- file contains only vowels

|

|------------------ diver number 1
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